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Abstract
Geographical features such asmountain ranges or big lakes and inland seas often result in large closed
loops in high voltage ACpower grids. Sizable circulating powerflows have been recorded around such
loops, which take up transmission line capacity and dissipate but do not deliver electric power. Power
flows in high voltage AC transmission grids are dominantly governed by voltage angle differences
between connected buses,much in the sameway as Josephson currents depend on phase differences
between tunnel-coupled superconductors. From this previously overlooked similarity we argue here
that circulating powerflows inACpower grids are analogous to supercurrents flowing in
superconducting rings and in rings of Josephson junctions.We investigate how circulating power
flows can be created and how they behave in the presence of ohmic dissipation.We showhow
changing operating conditionsmay generate them, how significantlymore power is ohmically
dissipated in their presence and how they are topologically protected, even in the presence of
dissipation, so that they persist when operating conditions are returned to their original values.We
identify threemechanisms for creating circulating powerflows, (i) by loss of stability of the
equilibrium state carrying no circulating loopflow, (ii) by tripping of a line traversing a large loop in
the network and (iii) by reclosing a loop that tripped orwas open earlier. Because voltages are uniquely
defined, circulating powerflows can take on only discrete values,much in the sameway as circulation
around vortices is quantized in superfluids.

1. Introduction

Power grids are networks of electrical lines whose purpose is to deliver electric power fromproducers to
consumers. The ensuing power flows do not usually follow specified paths, instead they divide among all
possible paths followingKirchhoff’s laws. Circulating loopflows around closed, geographically constrained
loops have been observed in theNorthAmerican high voltage power grid, sometimes reaching asmuch as 1GW
[1, 2], delivering no power but dissipating it ohmically. To try and prevent them, grid operators have issued new
market regulations and recommended integrating phase angle regulating transformers into the grid [3]. The
network conditions underwhich circulating power flows emerge, why they are so robust, howmuch power they
dissipate andwhether specific network topologies, if any, could prevent them in the first place are issues of
paramount importance which have not been addressed to date. At a conceptual level, the definition of
circulating loopflows is furthermore ambiguous, being arbitrarily based on an ill-defined separation of power
flows into direct, parallel-path and circulating loopflows.Our goal in thismanuscript is to understand better the
nature of these circulating powerflows.

A deep and unexpected analogy between high voltage electric power transmission andmacroscopic
quantum states such as superfluids and superconductors has been overlooked so far. The operational state of an
ACpower grid is determined by the complex voltage at each bus,V V iexpl l lq= ∣ ∣ [ ]whichmust be single-valued.

OPEN ACCESS

RECEIVED

24 June 2016

REVISED

27 September 2016

ACCEPTED FOR PUBLICATION

4October 2016

PUBLISHED

24October 2016

Original content from this
workmay be used under
the terms of the Creative
CommonsAttribution 3.0
licence.

Any further distribution of
this workmustmaintain
attribution to the
author(s) and the title of
thework, journal citation
andDOI.

© 2016 IOPPublishing Ltd andDeutsche PhysikalischeGesellschaft

http://dx.doi.org/10.1088/1367-2630/18/10/103042
mailto:tommaso.coletta@hevs.ch
http://dx.doi.org/10.1088/1367-2630/18/10/103042
http://crossmark.crossref.org/dialog/?doi=10.1088/1367-2630/18/10/103042&domain=pdf&date_stamp=2016-10-24
http://crossmark.crossref.org/dialog/?doi=10.1088/1367-2630/18/10/103042&domain=pdf&date_stamp=2016-10-24
http://creativecommons.org/licenses/by/3.0
http://creativecommons.org/licenses/by/3.0
http://creativecommons.org/licenses/by/3.0


Summing over voltage angle differences around any loop in the networkmust therefore give an integermultiple
of 2p. This defines topological winding numbers qα,

q 2 , 1
l

n

l l
1

1
1 åp q q= - Îa
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=
+
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( ) ∣ ∣ ( )

where the sum runs over all nαnodes around any (the tha ) loop in the network, l l1q q-+∣ ∣gives the angle
difference along the lth line in this loop, countedmodulo 2p, and node indices are takenmodulo nα, i.e.
n 1 1+ a . The topologicalmeaning of qα is obvious, as it counts the number of times the complex voltage
winds around the origin in the complex plane as one goes around the tha loop. The condition q Îa is the
same as the condition that leads to quantization of circulation around superfluid vortices [4, 5] or toflux
quantization through a superconducting ring [6].

The analogywith superconductivity is complete under the lossless line approximation, where AC
transmission lines are assumed purely susceptive (see SupplementalMaterial) [7]. Then, the active power
flowing between two nodes l andm is given by P B V V sinlm lm l m l mq q= -∣ ∣∣ ∣ ( ), with the elementsBlm of the
susceptancematrix. This is theDC Josephson current that wouldflowbetween two superconductors with
phases lq and mq , coupled by a short tunnel junction of transparency T B V V e8lm lm l m= ∣ ∣∣ ∣ [8]. It has been
shownwithin the lossless line approximation that, in complex networks, various solutions to the power flow
problem exist, which differ only by circulating loop currents [9, 10]. Neglecting ohmic dissipation, it is therefore
expected, and has been reported in simple networks [10–12], that ACpower gridsmay carry circulating loop
flows. Topological winding numbers, equation (1), lead to the discretization of circulating loopflows,much in
the sameway as superfluid circulation is quantized around a vortex [4, 5]. Therefore we refer to circulating loop
flows as vortex flows fromnowon. The existence of integer winding numbers has the important consequence
that the vortexflows are topologically protected,much in the sameway as persistent currents in
superconducting loops [13]. The integer qα in equation (1)measures the number of times the complex voltage
V V iexpl l lq= ∣ ∣ [ ] rotates in the complex plane as one goes around a loop in the network. Changing a vortex flow
requires to change the number qα of such rotations, i.e. to untwistVl, which cannot be done smoothly without
driving V 0l ∣ ∣ somewhere. It is thus hard to get rid of a vortexflowwithout topological changes in operating
electrical networks.

ACpower grids however differ from superfluids and superconducting systems in at least two significant ways
in that (i)whereas vortices are generated by externalmagnetic fields (in a superconductor) or sample rotation (in
a superfluid), how to create vortexflows inACpower grids is not quite understood, and (ii) superfluids and
superconductors are nondissipative quantum fluids, whereas ACpower lines dissipate ohmically part of the
power they transmit. The lossless line approximation is in fact only partially justified in very high voltage AC
power grids, where lines have a conductance that is at least ten times smaller than their susceptance [7]. Still,
ohmic losses typically reach 5%–10%of the total transported power. It is therefore important tofind out
whether the above analogy between high voltage ACpower grids andmacroscopic quantum states is at all
physically relevant. The twomain purposes of thismanuscript are therefore (i) to investigate how vortexflows
can be created in electric power grids and (ii) to investigate how resilient they are to the presence of ohmic
dissipation. Our investigations of creationmechanisms amplify on thework of Janssens andKamagate [14]who
succinctly discussed one of the threemechanismswe identify below. Investigating basins of stability for different
solutions via the Lyapunov function allows us furthermore to shed analytical light on the line reclosing
mechanism they proposed [14] and give precise bounds onwhen vortexflows are created in this way.We
furthermore find that vortexflows are resilient to reasonable amounts of ohmic dissipation typical of high
voltage power grids and that vortex-carrying operating states ohmically dissipate significantlymore electric
power than vortex-free states.

Loop flows in electric power grids have been investigated before in a number of theoretical and numerical
works.We list some of themost important publishedworkswe know about. Korsak investigated a simple
networkwhere different, linearly stable solutions exist that differ by some circulating loop current [15]. Tavora
and Smith related the existence of different stable fixed points of the powerflowproblem to the presence of
integer winding numbers [16], reflecting the 2p-periodicity of the complex voltage around any loop in the
network and its single-valuedness. The characterization of circulating loopflowswith topological winding
numbers has been pushed further by Janssens andKamagate [14], who also investigated how to generate such
loopflows and found one of the three creationmechanismswe discuss below.More recently, [9, 10] showed that
within the lossless line approximation, different power flow solutionsmust be related to one another by
circulating loopflows.

While vortex flows and the analogywe just pointed out betweenmacroscopic quantum states and high
voltage ACpower grids are intellectually interesting in their own right, we stress that they are physically and
technically relevant. Circulating loopflows in theGWrange have been observed in power grids [1, 2], which
delivered no power but consumed it ohmically. Furthemore it can be expected that with the changes in
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operational conditions of the power grid brought about by the energy transition—substituting delocalized
productionswith smaller primary power reserve for large power plants—such circulating loopflowsmay occur
more frequently.We stress, however, that, while powerflow solutions are similar to vortex-carrying quantum
mechanical states, there is no quantumness in the power flowproblem and that high voltage ACpower grids are
not superconducting.

The paper is organized as follows. In section 2we argue that different solutions to the powerflowproblem in
meshed networks are related to one another via vortexflows. Sections 3, 4 and 5 next discuss sequentially the
threemechanismswe identified for generating vortexflows. Section 5 in particular investigates vortexflow
creation via reclosing of a line from a basin of attraction point of view, which allows to quantitatively understand
how vortexflows are born. Section 6makes the case that vortex flows are robust against the relativelymodest
amount of ohmic dissipation present in high voltage power networks.Having gainedmuch understanding of
vortexflows in simplemodels in these early sections, we next discuss vortex creationwith andwithout
dissipation on a complex networkwith the topology of theUK grid. This is done in section 7. Conclusions and
future perspectives are briefly discussed in section 8.

2. Circulating loopflows inmeshed networks

We start with the lossless line approximation and neglect voltage variations, V Vl 0=∣ ∣ , l" . Active power flows
are then governed by the following set of equations (see SupplementalMaterial)

P B sin . 2l
m

lm l må q q= -˜ ( ) ( )

Here,Pl is the active power injected (P 0l > ) or consumed (P 0l < ) at node l, lq is the complex voltage angle and
B B Vlm lm 0

2=˜ . At this level, one has an exact balance between production and consumption, P 0l lå = . The
theoremof [9, 10] states that different solutions to equation (2) on ameshed network differ only by circulating
flows around loops in the network.We go beyond the lossless line approximation to see howmuch validity this
theoremkeeps in the presence of ohmic losses. Being interested in high voltage grids we neglect voltage
fluctuations all through thismanuscript, as they correspond to few percents of the rated voltageV0. Ohmic losses
are introduced by rewriting equation (2) as

P B Gsin 1 cos , 3l
m

lm l m lm l må q q q q= - + - -( ˜ ( ) ˜ [ ( )]) ( )

where G G Vlm lm 0
2=˜ with elementsGlm of the conductancematrix. Because of ohmic dissipation, total

production now exceeds total consumption,

P P G 1 cos 0. 4
l

l
l m

lm l m
,

å å q qD = = - - >˜ [ ( )] ( )

Equation (4) implies in particular that different solutions to equation (3) dissipate different amounts PD of
active power and therefore require different power injections P P Pl l ld +{ } { } to compensate for ohmic
losses. The set Pld{ } is not uniquely defined, nevertheless, choices exist for which the theoremof [9, 10] remains
valid (see SupplementalMaterial). This is in agreement with Baillieul and Byrnes [17]who stated that ‘models for
lossless power networks provide valuable insight and understanding for systemswith small transfer
conductances’ and further suggests that circulating loopflows are robust against amoderate amount of ohmic
dissipation. Belowwe numerically confirm this conjecture. Earlier works however suggested that the number of
solutions decreases atfixed susceptance when the conductance increases [17, 18], so that it is expected that
circulating loopflows are eventually suppressedwhen the conductance exceeds some network-dependent
threshold.

Focusing next on the operational conditions underwhich circulating powerflows occur, we find three
differentmechanisms for creating them, (i) by loss of stability of the solution carrying no circulating loopflow,
(ii) by tripping of a line traversing a large loop in the network and (iii) by reclosing a loop that tripped orwas
open earlier [14, 19].We discuss these threemechanisms sequentially, first without ohmic dissipation.

3. Creating vortexflows via dynamical phase slip

Consider first a single-ring, lossless network as illustrated infigure 1(d). The powerflow around the ring is
governed by equation (2)with B Blm 0=˜ . From [10], the system carries atmost nine solutions differing by loop
flows, when B0  ¥. Figure 1(b) shows seven of these solutions, each characterized by awinding number
q 3, 2 ,... 3= - - . The stability of each solution is determined by the swing equations [7], which govern the
dynamics of the voltage angles lq under changes in operating conditions. In this workwe neglect inertia terms in
swing equations, since their presence affects neither the nature of the stationary states, nor at which parameter
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values they become unstable [19, 20]. In a frame rotating at the grid frequency of 50 or 60Hz, the swing
equations read (see SupplementalMaterial) [7, 21–23]

P B l nsin , 1, . 5l l
m

n

l m
1

0åq q q= - - = ¼
=

˙ ( ) ( )

Stationary solutions to equation (5) are obviously solutions to equation (2) and their linear stability depends on
the stabilitymatrixM obtained after linearizing equation (5) (see SupplementalMaterial) [24]. A solution of
equation (2) is stable ifM is negative semidefinite.We therefore study the stability of each solution via the largest
nonvanishing eigenvalue 2l ofM. Figure 1(a) shows, togetherwith figure 1(b) how solutions disappear as they
lose their stability, 02l  . The solutionwith q=0 has the smallest 2l at smallP. Remarkably enough, the
q=0 solution loses its stability at P B 1.60 » , before the q 1= - solution, which remains stable until
P B 1.850 » . Starting from the q=0 solution and increasing P beyond 1.6B0, we observe a loss of stability
followed by a short transient after which the operating state has been transferred to the q 1= - state. This
transient is illustrated infigures 1(c) and (d), which show thatmostly one voltage angle, corresponding to the
consumer node rotates while all other anglesmove very little (amovie of this transient can be found in the
SupplementalMaterial). The rotation of this angle changes qwhich oscillates between q=0 and q 1= - ,
eventually stabilizing at q 1= - .

Reducing next P starting from the q 1= - solution at P B 1.60 > , one remains on the q 1= - solution.
This hysteretic behavior is indicated by arrows infigures 1(a) and (b) and illustrates the topological protection
brought about by the integer winding number q.We have found that this behavior is generic for single-ring
networks (see SupplementalMaterial). The process bywhich thewinding number changes is similar to quantum
phase slips in small rings of Josephson junctions [25]. To emphasize this similarity, while stressing the different
physical ingredients at work, we call dynamical phase slip this firstmechanism of creation of circulating
loopflows.

Figure 1.Vortex formation for a ringwith n=18 nodes. Locations of themain power injection and consumption are indicated by the
black nodes in the inset of panel (d), while all white nodes have small random injections and consumptions summing to zero, tomake
themodel not too specific (see SupplementalMaterial). Panels (a) and (b): stability diagram for solutionswith different winding
numbers q, showing (a) the Lyapunov exponent 2l and (b) the range of stability of the solution. Each spikewith 02l  in panel (a)
indicates the loss of stability of a solution. The red arrows in (a) and (b) indicate jumps from the q=0 solution to that with q 1= - as
P increases. The path is not retraced, however, as one reverses P back to P=0 (green arrows). Panels (c) and (d): dynamical phase slip
as P B 1.575 1.650 =  at t=0. The q=0 solution loses its stability and equation (5) induces a transient behavior where the angle
on the consumption site rotates until one reaches the q 1= - solution.
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4. The line trippingmechanism

Wenext investigate the secondmechanism for vortex flow generation, by tripping of a line.High voltage AC
power grids have ameshed structure, wheremultiple paths connect production and consumption centers. This
ensures that a single line failure does not preclude the supply of electric power. Consider themodel shown in the
inset offigure 2(a), where a producer is connected to a consumer via three different paths. Assume then that a
line on themiddle path trips. The power initially transmitted via that path is redistributed and ifP is relatively
large, the angle differences L,RD on each remaining path increase significantly.When one of these two paths, say
the left one, goes throughmanymore lines than the other one, N NL R , it is then possible that
N N q2L L R R pD - D = with q 0> , even if the system carried no vorticity initially. This simple example shows
howone line tripping in an asymmetrical double-loop system can generate a vortexflow.

Figure 2 illustrates how a q 0¹ state emerges from a q=0 state after a line tripping. The initial state is a
stationary state of the double-loop systemwith zerowinding number on both loops. The red line in the inset of
figure 2(a) is then cut, which induces a transient driving the system to a stationary state of the resulting single-
loop system. Figure 2(a) shows the obtainedwinding number. One sees that for smallP, thefinal state has q=0,
while for largerP, a q=1 state is reached.We have found that this behavior is generic of sufficiently asymmetric
double-loop systems.We discuss cases with ohmic dissipation below.

Onemaywonder what is the fate of the q=1 state created by line trippingwhen the line is reclosed. Line
reclosing is a topological change that has the potential to induce integer changes in thewinding number q so that
a vortex-free state with q=0 can be expected after line reclosing.We show infigure 3 that in the present case,
line reclosing does not change thewinding number and that the vortex flowpersists, and that thewinding
number remains the same, q=1. Inspecting the angles in the final state, we find that the vortex in the final state
is supported by the larger, left loop.

5. Emergence of vortexflows from line reclosing

Wehave just showed that line tripping can lead to a vortex flow that is robust against the reclosing of the tripped
line. In this paragraph, wefinally consider vortexflow creation via reclosing of a line.We consider again the
single-loopmodel sketched in the inset offigure 1(d).We consider here the case with only one consumer and
one producer with some produced (consumed) powerP ( P- ) but checked that our conclusions remain the
same and that vortex formation proceeds similarly inmore complicated single-loopmodels (see Supplemental
Material).We start from the closed-loop systemwith an operating state with q=0. The powerP is transferred

Figure 2.Vortex formation by line tripping in a double-loop networkwith n=14 nodes and constant line susceptanceB0. Locations
of themain power injection and consumption are indicated by the black nodes in the inset of panel (a), while all white nodes have
small random injections and consumptions summing to zero, tomake themodel not too specific. The initial state corresponds to a
q=0 state of the double-loop system. The line indicated in red in the inset of panel (a) is then tripped, generating a transient to a new
operating state. Panels (a) and (b) show thewinding number and the Lyapunov exponent of the new stationary state, for the lossless
case (blue line) and for dissipative cases with conductances equal to 1% (green line) and 3% (red line) of the susceptance. The ohmic
losses incurred before (dotted lines) and after (solid lines) line tripping are compared in panel (c). Arrows on all panels indicate that
once created, a vortex flowdoes not disappear when reducing P B0.
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fromproducer to consumer both clockwise (via the right path) and counterclockwise (left). One line along the
right path then trips, which forcesP to be transmitted exclusively along the left path. The voltage angle difference

LD between any two nodes along the left path increases, while angle differences along the right path vanish,
0RD = . This gives an angle difference N0 L LD = D between the two nodes on each side of the tripped line.

Upon reclosing that line, a currentflows through it whose initial direction depends on 0D , but which eventually
relaxes following a dynamical process determined by equation (5). The creation of a vortexflow can however be
understoodwithout investigating the voltage angle dynamics, by instead adopting an approach based on the
Lyapunov function [7, 22]. The latter determines the basin of attraction, in voltage-angle space, for the various
solutions to the powerflowproblem [26, 27]. The Lyapunov function corresponding to equation (5) reads [28]

P B cos , 6i
l

l l
l m

l m
,

0 å åq q q q= - - -
á ñ

({ }) ( ) ( )

where the second sum runs over connected nodes only. Minima of  have 0 =q , and thus correspond to
stationary power flow solutions. The Lyapunov function can be rewritten as a function of angle differences

,l l l 1q q p pD - Î -+≔ [ ]as

P B cos , 7i
l

l l
l

l0* å åD = - D - D({ }) ( ) ( )

where P Pl j
l

j1* å =≔ , for l= 1,K,n. The single-loopmodel we consider here can be split in two paths (left and
right) fromproducer to consumer.We have

P
P l l

l l

if the line from to 1 is on the left path,

0 if the line from to 1 is on the right path.
8l* =

+
+

⎧⎨⎩ ( )

Furthermore, any solution of the nondissipative powerflow equations has the same angle differences,

l lL 1q qD = - + , along each line on the left path and l lR 1q qD = -+ on the right path.
Going around the loop, the voltage phasesmust bewell defined. Therefore, just before line reclosing the

phase difference 0D between the two ends of the tripped line can bewritten as a function of LD and RD ,
N N q1 20 L L R R pD = D - - D -( ) , where N N 2L R > are the number of edges on the left and right paths.

Thenwe can project the Lyapunov function on the ,L RD D( )-plane,

N P N B N B B N N, cos 1 cos cos 1 . 9L R L L L 0 L R 0 R 0 L L R R D D = - D - D - - D - D - - D( ) ( ) ( ( ) ) ( )

Figures 4(c) and (d) show contour plots of ,L R D D( ). Localminima are indicated, together with the
corresponding integer winding numbers. To eachminimumcorresponds a basin of attraction containing the set
of initial states that converge towards thatminimumunder equation (5). All points around aminimumbelong
to that basin, until one reaches a saddle point or a ridge, beyondwhich points belong to another basin of
attraction. Cutting the right path projects 0RD  . Right before line reclosing, the system is at

Figure 3.Resilience to line reclosing of the vortex flow created by the line trippingmechanism infigure 2. The solid and dashed red
lines are the same as infigure 2 and correspond to a conductance equal to 3%of the susceptance. The initial state before reclosing is
prepared by line tripping at P B 1.550 = , followed by reduction of P B0 (arrows infigure 2). It has q=1 and lies on the dashed red
line. The crosses indicate the state obtained after line reclosing at a given value of P B0. The vortexflow survives line reclosing and is
located in the larger, left loop.
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P BarcsinL 0D = ( ) on the dashed lines infigures 4(c) and (d)which correspond to P B 0.2590 = and
P B 0.7070 = respectively. The solution towardswhich the system converges after line reclosing depends on the
basin of attraction towhich the initial state belongs. For P such that N p2 1L L 0 pD = D = +( ) with p Î , the
point P B, arcsin , 0L R 0D D =( ) ( ( ) ) lies right on a saddle point at the boundary between two basins of
attraction, as we nowproceed to show.

The gradient of the Lyapunov function  in the ,L RD D( )-plane is given by

N P N B N B N N

N B N B N N

sin sin 1

1 sin 1 sin 1
.L L 0 L L 0 L L R R

R 0 R R 0 L L R R
 =

- + D + D - - D
- D - - D - - D

⎛
⎝⎜

⎞
⎠⎟

( ( ) )
( ) ( ) ( ( ) )

It is easy to check that 0 = at P B, arcsin , 0L R 0D D =( ) ( ( ) ), which is thus a critical point. The nature of
this critical point is determined by the two eigenvalues of theHessian of  . At our critical point, we obtain

P B B
N N N N

N N N N

a b
b c

arcsin , 0
cos 1

1 1 1
.0 0

L L L
2

L R

L R R R
2

 =
D - -

- - - -
⎜ ⎟

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝

⎞
⎠( ( ) ) ( )

( ) ( ) ( )
≕

The two eigenvalues of are then the two roots of

a c ac b a c a c ac b4 2.2 2 2 2c l l l l= - + + -  = +  + - -( ) ( ) ( (( ) ) )

Then l+ is always positive and l- is negative if and only if ac b 02- < . Replacing a, b and cwehave

ac b B N N N N1 2 cos , 102
0
2

L R L R L- = - - + - D( )( ( ) ) ( )

which is necessarily negative since first, at themoment of the reclosing, P BarcsinL 0D = ( ) implying that
cos 0LD > , and second N 2R  .We conclude that P B, arcsin , 0L R 0D D =( ) ( ( ) ) for
N P B parcsin 2 1L 0 p= +( ) ( ) is a saddle point of the projected Lyapunov function. It can actually be shown
that it is a saddle point of the full Lyapunov function.One concludes that vortex generation by thismechanism
occurs for 0 pD > , and that thefinal winding number increases by one each time 0D crosses an odd integer
multiple ofπ. The same line of argumentwith N NL L R RD « D applies when the line to be cut is on the left path.

Figure 4.Vortex generation and basins of stability for the single-loopmodel shown in the inset of figure 1(d) under the line tripping
and reclosingmechanism. Panels (a) and (b):finalwinding numbers as a function of the position of the tripped line and a) the rescaled
injected power P B0, (b) the corresponding angle differences 0D between the two ends of the tripped line. Panels (c) and (d): contour
plots of the Lyapunov function for a tripped line at D13 18  (on the right path), (c) P B sin 120 p= ( ) and d) P B sin 40 p= ( ).
Localminimawith different values of q are indicated.When the line is tripped, 0RD = and 120 LD = D , and black dots show the
operating states right before reclosing of the tripped line. For the chosen values of P B0 they are located precisely on saddle points at
the boundary between the basins of attraction of q=0 and q=1 (panel (c)), and q=1 and q=2 (panel (d)).
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The above argument is based on the projected Lyapunov function. It neglects the fact that, after line
reclosing, the transient dynamics leaves the ,L RD D( )-plane until a new stationary state is reached.We therefore
check its validity numerically. Figure 4 showswhat final winding number is obtained upon line reclosing
depending on the locationD= 1,K,n of the open line (counted counterclockwise, starting from themain
producer) and the rescaled power P B0 (figure 4(a)) and 0D (figure 4(b)). Figure 4(b) confirms that the final
winding number changes by one each time 0D crosses an odd integermultiple ofπ, except when the injected
power gets close to itsmaximal allowed value, P B0 .We attribute this change of behavior to amore
complicated transient in this case. Figures 4(a) and (b) further show that 20 pD » around P B 0.50 » . Taken
modulo 2p, thismeans that the angle difference at the ends of the tripped line is small so that line reclosing is
technically feasible.

Figures 4(c) and (d) shed a new light on thework of Araposthatis et al [29], who discussed the existence of
different power flow solutions in separated stable domains in voltage angle space in simplemodels. Ourmethod
allows to visualize different such domains and in particular to infer the precise location of saddle points
separating them. Recent works have advocated a new line of research in dynamical systems including coupled
oscillatorsmodels [26, 27] andACpower networks [30], investigating the size of basins of attraction. These
workswere restricted to numerical statistical studies. Our projective approach allows to visualize basins of
attractions and the separatrices in between.Quite remarkably, it allows us to understand quantitatively how
vortices emerge andwhenwinding numbers change. In both line tripping and line reclosingmechanisms,
vortices are created by a topological change in the network, which twists the voltage angles around a loop.We
therefore collectively refer to these twomechanisms as topological phase twist.

6. Vortexflows and ohmic dissipation

Wenext investigate the persistence of circulating loopflows in the presence of ohmic dissipation. Voltage angle
differences between connected nodes in operational states of ACpower grids seldomly reachmore than few tens
of degrees, beyondwhich the power line’s thermal limit is exceeded. Therefore, the dynamical phase slip
mechanism (i) is of little relevance for power grid operation, because it occurs when one angle difference

2i j q q p-∣ ∣ [10].We therefore focus on the topological phase twistmechanisms (ii) and (iii).
The green and red lines infigure 2 illustrate howohmic dissipation affects vortexflow creation by tripping of

a line. Because ohmic dissipation requires an excess of production to compensate for losses, power production is
P P+ D , larger than the power demand P. One sees that the presence of afinite conductance, G G 0lm 0º ¹˜ in
equation (3), reduces the range in P B0 at which transitions between q=0 and q=1 occur upon line tripping,
but that the overall behavior remains the same as long as G B0 0 is not too large. Figure 2(c) shows furthermore
howmuchmore power is consumed in the presence of vortexflows, with a huge stepwise increase in ohmic
losses by almost 50%of the losses PD in the presence of a stillmoderate conductance G B 0.030 0 = . Figure 2
finally shows topological protection by thewinding number, where once the vortex has been created, returning
the operating conditions to smallerP (as indicated by arrows) does not bring the systemback to the vortex-free
state. Instead, the operational state remains at q=1, with losses well above those for q=0.

Figure 5makes it clear that vortex generation under the line tripping and reclosingmechanism (iii) proceeds
in the sameway in the presence of ohmic dissipation.We start from a q=0 stationary state, cut a line and let the
system relax to a stationary state, after whichwe close the line again.What final state is obtained depends on
P B0.WhenP is small, the system relaxes back to the initial state with q=0 (yellow area infigure 5(a)), however
at largerP, the transient dynamicallymoves the system towards the q=1 stationary state (green area in
figure 5(a)). Figure 5(b) shows that the transition to q=1 occurs precisely when the voltage angle difference
between the nodes surrounding the faulted line reachesπ, even in the presence of ohmic dissipation, in complete
agreementwith the basin of attraction theory discussed above.Wefinally note that line reclosing is technically
feasible around P B 0.50 » where the angle difference between the two ends of the tripped line is small
(modulo 2p). This would lead to a q=1 vortexflow state.

Dissipation renders operational conditions different for different stationary states. In particular, states with
vortexflows generically have larger ohmic losses, because they have larger angle differences in equation (4). They
therefore require an additional power injection PqD depending on the vorticity q. Onewould think that
changing the operational conditions by e.g. reducing P Pq q0 0D  D¹ = makes the q-vortexflowdisappear.
Figures 5(d) and (e) showhowever that topological protection by thewinding number remains active, despite
the presence of dissipation. In panel (d)wedecrease the additional power injection PD to the amount of losses
incurred in the q=0 stationary state when the system is in the q=1 state, while in panel (e)we increase PD to
its value in the q=1 state, starting from the q=0 state, at P B 10 = . In both cases, thewinding number
remains the same. Synchronization is furthermore not destroyed, however angles rotate at amodified
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frequency, t ti i
0q q d=  W( ) ( ) in the rotating frame, with N P Pq q

1
1 0dW D - D-

= = ( ). Adapting PD towhat
is required by another q-state changes the synchronous frequency but leaves qunchanged.

7. Vortexflows in complex grids

Wefinally export the knowledge obtained from investigating simple systems to a networkmodel with the
topology of theUKhigh voltage ACpower grid [19, 31]. Figure 6 illustrates vortex flow creation, enhanced
ohmic losses and topological protection of stationary states with vortexflows. The system is initially stabilized in
a stationary state without vorticity on any of its loops. It is later perturbed by a line tripping, at the position
indicated infigure 6(e). The state is then left to stabilize towards a new state, after which it is again perturbed by
the reclosing of the line. Finally, the power injected ismodified to try andmove the systemback to the stationary
state with q=0, without success. Figures 6(a) and (b) show the behavior of the voltage angles and angle
differences between connected nodes. It is seen that line tripping at t=1600 essentiallymakes a single voltage
angle difference significantly change, similarly to the single-loopmodel considered infigure 5. The same angle
difference is the only one tomove sensibly upon line reclosing at t=5410. Figure 6(c) shows that the line fault
creates a vortexflow. The latter is affected by adapting the power at t=6970 to the losses of the initial state with
q=0 only insofar as all its angles start to rotate at amodified frequency N P Pq q

1
0 1dW D - D-

= =- ( ).
However this does not affect its winding number—topological protection is at work also in this case of a
complexmeshed gridwith significant ohmic dissipation, G B 0.1lm lm = . Figure 6(d) shows that the vortex flow
doubles ohmic losses, despite the fact that it affects only a small fraction of the grid, as is seen infigure 6(e)which
shows differences inflows between the q 1= - and q=0 states. The reduction in losses infigure 6(d) after
t=6970 leads to the synchronization of the grid at a frequency different from the rated frequency of 50 Hz.
Such a change in frequencywould be intolerable in a real power grid, andwould quickly lead to either controlled
or uncontrolled line trippings, cascades of failures, possibly leading to blackouts [32–34].

Figure 5.Vortex generation under the line tripping and reclosingmechanism in the presence of ohmic dissipationwith G B 0.050 0 =
for themodel shown in the inset of panel (c). Panel a): ohmic losses PD on the closed systemwith q=0 (solid green line) and q=1
(dashed green line) and on the open loopwith one tripped line (red solid line).We start from the q=0 solution and cut the line
indicated in the inset of panel (c). Upon closing the line again, the system goes from the red line solution to the q=0 solution in the
yellow area, but jumps to q=1 in the green area. The red line stops at P B 0.620 » abovewhich there is no single-path stable
solution. Panel (b): angle differences before line reclosing. The jump to q=1 occurs when the angle difference between the two ends
of the tripped line exceedsπ, in complete agreementwith the basin of attraction argument, evenwith dissipation. Panel (c):final
winding number after the tripped line has been reclosed. Panels (d) and (e) show topological protection and robust synchronywith
modified frequency as PD is changed as indicated by the vertical arrow in panel (a) at P B 10 = . Panel d): PD is decreased to Pq 0D =
starting from the q=1 state, and (e) PD is increased to Pq 1D = from the q=0 state, in both cases at t=50. Despite the presence of
dissipation and the change in PD , the winding number is topologically protected.
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8. Conclusions

Out of the threemechanisms for creating vortex flowswe discussed, the topological phase twistmechanisms (ii)
and (iii) are relevant toACpower grid operation as they can occur at relatively small voltage angle differences
between connected nodes. The reliability of AC power grids is constantly evaluated via N 1- feasibility and
transient stability analysis, where the existence of a stationary solution aswell as the convergence towards that
solution is checked after any one of theNmajor components (lines, transformers etc.) is removed from the
network.We believe that this analysis should be complemented by checks of the presence of vortex flows, since
the tripping or the reclosing of a line has the potential to generate them, resulting in reduced stability and higher,
persistent ohmic losses, that are very difficult to get rid of.

The operating conditions of power grids are expected to change drastically as the energy transition steadily
substitutes smaller, delocalized production for large power plants. As but one consequence, power generators
have less and lessmechanical inertia, thus less primary power reserve. To compensate for these changes, power
electronics devices, phase angle regulating transformers and other devices whose task it is to effectivelymodify
admittances and voltage phase angles are often incorporated into the power grid. The two topological phase
twistmechanisms discussed above are in away extreme, in that they rely on line tripping or reclosing. The
conditions under which less stringent actions such as reducing line admittances would generate vortexflows
should be investigated.Work along those lines is in progress and preliminary results seem to indicate that
changes in power grids brought about by the energy transition have the potential to generate vortexflowsmore
frequently.

We also discussed vortexflow creation via dynamical phase slip, despite its lack of relevance for ACpower
grids.High voltage power transmission is however closely connected to problems of coupled oscillators via the
celebratedKuramotomodel [35–38]. Connections between the lattermodel and Josephson junction arrays were
noted in [39]. Stationary states in systems of coupled oscillators with different winding numbers were discussed

Figure 6.Vortex creation in a complex networkwith the topology of theUK transmission grid under the line tripping and reclosing
mechanism. The grid is sketched in panel (e). Lines have capacities inversely proportional to their length and are normalized to
B Blm 0á ñ = . There are 10 power generators (indicated by squares )with P B P0.5 10G 0= + D and 110 consumers (circles)with

P B 22C 0= - . Ohmic dissipation is due to afinite conductancewith G B 0.1lm lm = , typical of very high voltage ACpower lines.
Panels (a)–(d): angle differences, angles, winding number q and ohmic losses as a function of time.We first let the state dynamically
converge to a stationary synchronous state without vortex flow.One line then trips at t=1600 and the system converges to a new
synchronous state with increased ohmic losses. The line is reclosed at t=5410 and a vortexflowhas been created in the resulting
synchronous state, with q 1= - , increasing ohmic losses further. The additional power injected into the grid to compensate for the
ohmic losses is then brought back to its initial value at t=6970. The vortex flowpersists, angle differences essentially remain
unchangedwhile angles start to rotate in unison, tiq d= W , i" , indicating a change in synchronous frequency by dW. The dashed line
in panel (c) indicate that q is not defined for t 1600, 5410Î[ ], when the loop is open. Panel (e): color-coded difference inflows
between the initial, q=0 stationary state and the final, q 1= - state, in units ofBlm. Arrows indicate the direction of the flow
difference only when the latter exceeds 0.05 B0.
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in [40, 41] and in a biological context in [42]. Our theory can be exported to those situations to explain how such
states are created in the first place and how they disappear.

Wefinally comment on further analogies with vortex physics in superconductors. First, the point has already
beenmade above that there is no counterpart to externalmagnetic fields in electrical grids that could generate
vortices, and at present it is not known to uswhether specific sequences of injection/consumption changes
could lead to the creation of vortexflows. But if such a sequence exists,figure 4 shows that it shouldmove the
systemover an ‘energy’ barrier, i.e. over a ridge or a saddle point of the Lyapunov function. This, in a sense, is to
be related to vortex formation in theGinzburg-Landaumodel for type II superconductors where an energy
barrier is passed at a criticalmagnetic field beyondwhich the vortex state is energetically favorable. Second,
vortex creation in superfluids occurs either via creation of a pair of vortex-antivortex or via vortex nucleation at
the boundary of the system. Electrical power grids being rather small, we have found that vortex nucleation
occurs at the network boundary, butwould need to performnumerically intensive investigations onmuch
bigger networks (theNorthAmerican or the Pan-European networks for instance) to see if/when vortex-
antivortex pairs are created.While we cannot rule out single vortex creation in the bulk from topological line
modifications such as line tripping or reclosing, we suspect this occurs only very rarely, if at all, as such a process
would require winding numbers to change simultaneously for amacroscopic number of loops encircling the
vortex. Finally, it is known that vortices in superconductorsmove in the presence of a transport current, which
leads to dissipation. So farwe have seen vortexflowsmove only in numerical investigations on regular lattices.
That we never saw it in complex networksmay be due to either thefiniteness of the system size considered, or to
the absence of large loops neighboring thosewhere vortexflows sit or to vortex pinning in these complex,
effectively disordered networks.With our current knowledge, whether vortex flows canmove around in large
electric power grids is an open question.
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