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Abstract— In a recent work, a frequency method based on
linear programming was proposed to design fixed-order linearly
parameterized controllers for stable linear multi-model SISO
systems. The method is based on the shaping of the open-
loop transfer functions in the Nyquist diagram under a set of
linear constraints guaranteeing a lower bound on the crossover
frequency and a linear stability margin. In this paper, this
method is extended to guarantee quadratic stability. For this
purpose, new linear constraints based on the phase difference
of the characteristic polynomials of the closed-loop systems are
added in the Nyquist diagram. A simulation example illustrates
the effectiveness of the proposed approach.

I. I NTRODUCTION

In a previous work [1], a frequency-domain controller
design method based on linear programming was proposed.
The open-loop transfer function is shaped in the Nyquist
diagram using a set of linear constraints for robustness and
for the lower bound of the crossover frequency. This method
can directly compute controllers for multi-model systems
assuring robust stability. As the loop-shaping of QFT con-
trollers [2], this frequency-domain method does not ensure
quadratic stability. It means that the closed-loop system is
stable for anyone of the model belonging to the multi-model
set as long as this model is fixed during operation. If the
model varies during operation, the stability is not guaranteed
anymore. An extension of this method is proposed in [3] to
design gain-scheduled controller. Once again, the stability is
guaranteed only for slow variation of models.

In the literature, a lot of methods can be found guar-
anteeing the quadratic stability of multi-model systems or
the global stability of LPV systems (see the survey papers
[4] and [5]). Most of these methods are based on a time-
domain analysis using a quadratic Lyapunov function ap-
proach or a parameter-dependant quadratic Lyapunov func-
tion approach to reduce the conservativeness. Since these
approaches are time-domain based, they are not compatible
with our frequency-domain based method.

In this paper, we propose to use a theorem making the
link between the small gain theorem and SPRness properties
in order to transform conditions of quadratic stability in
the time domain into conditions in the frequency domain.
Then, these frequency conditions are transformed into linear
constraints. Thus, it is possible to use the frequency method
proposed in [1] and [3] to design controllers guaranteeing
quadratic stability simply by adding linear constraints in the
Nyquist diagram. For the moment, this method is restricted
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to SISO multi-model systems having two models in the set
or to certain classes of SISO LPV systems. The extension
of the method to multi-model systems having more than two
models is the subject of future work.

This paper is organized as follows: in Section II the class
of plant and controllers are defined and a summary of the
frequency method based on linear programming is given.
The theorem used to make the link between the time domain
and frequency domain conditions and the linear constraints
rising from it are developped in Section III. To show the
effectiveness of the method, it is applied to a switched system
in section IV. Finally, Section V gives some concluding
remarks.

II. PRELIMINARIES AND PROBLEM FORMULATION

A. Plant model

The class of stable SISO multi-model systems consisting
of two continuous-time linear model is considered. Each
model is defined by a transfer function of the form:

Gi(s) =
Gn,i(s)

Gd,i(s)
i = 1, 2 (1)

wherei refers to the first or the second model. In this paper
we consider continuous-time models, but it should be noted
that the proposed approach can also be applied to discrete-
time models straightforwardly.

B. Controller parameterization

The class of linearly parameterized controllers is consid-
ered:

K(s) =
Kn(s)

Kd(s)
= ρT φ(s) (2)

where
ρT =

[

ρ1 ρ2 . . . ρm

]

(3)

φT (s) =
[

φ1(s) φ2(s) . . . φm(s)
]

. (4)

m is the number of controller parameters andφl(s), l =
1, . . . , m, are transfer functions with no RHP pole. The main
property of this parameterization is that every point on the
Nyquist diagram ofLi(jω) = K(jω)Gi(jω) can be written
as a linear function of the controller parametersρ:

K(jωk)Gi(jωk) = ρT φ(jωk)Gi(jωk)

= ρTRi(ωk) + jρT Ii(ωk)
(5)

whereωk is a particular value of the frequencyω, Ri(ωk)
andIi(ωk) are, respectively, the real and imaginary parts of
φ(jωk)Gi(jωk).
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Fig. 1. Linear constraints for robustness and performance,with four
regions: I, II, III and IV. The linear stability margin, the crossover frequency
and the lower bound on the crossover frequency are, respectively, ℓ, ωc and
ωx.

C. Summary of the Frequency Method Based on Linear
Programming

Classical gain, phase and modulus margins as well as
crossover frequencyωc are nonlinear functions of the con-
troller parameters. Optimization methods with constraints on
these values lead to non-convex optimization problems. The
frequency method based on linear programming introduces
a new stability margin and a lower bound on the crossover
frequency which lead to linear constraints for an optimization
problem in which robustness or performance are maximized.
This optimization problem can be solved efficiently by a
linear programming method. The following is a summary
and the reader can see [1] to have a full description of the
method.

1) Linear robustness margin: Consider a straight lined1

in the complex plane crossing the negative real axis between
0 and -1 with an angleα ∈ (0◦, 90◦] (see Fig. 1). The
linear stability marginℓ ∈ (0, 1) is the distance between the
critical point -1 andd1 where it crosses the negative real axis.
If the Nyquist plot of the open-loop transfer function lies on
the right-hand side ofd1, a lower bound on the conventional
robustness margins is ensured.

2) Lower bound on the crossover frequency: Consider
another straight lined2 in the complex plane tangent to the
unit circle centered at the origin which crosses the negative
real axis with an angleβ (see Fig. 1). The part ofd2 between
d1 and the imaginary axis is a linear approximation of the
unit circle in this region. Now, assume that the open-loop
Nyquist plot intersectsd2 at a frequency calledωx. From Fig.
1 it is clear that the crossover frequencyωc is always greater
than or equal toωx. Hence,ωx, a lower approximation of
the crossover frequency, can be used as a measure of the
time-domain performance or the closed-loop bandwidth.

3) Optimization for robustness and performance: Opti-
mizing the robustness consists of maximizing the linear
robustness marginℓ.

Optimizing the load disturbance rejection is considered
as the desired performance for the closed-loop system. In
general, to reject low-frequency disturbances, the controller
gain at low-frequencies should be maximized. For a rational
continuous-time controller of ordernc with fixed denomina-
tor Kd(s),

K(s) =
knc

snc + . . . + k1s + k0

Kd(s)
(6)

it corresponds to maximizingk0. According to (2), k0

is a linear combination of the parameters of the linearly
parameterized controller:

k0 =

m
∑

l=1

γlρl (7)

whereγl are the coefficients of the linear combination which
depend on the basis functions.

For example, optimizing the load disturbance rejection of
a multi-model system composed of two models with only
one integrator inLi(jω) is expressed by:

maximizek0

subject to:

ρT (cotα Ii(ωk) −Ri(ωk)) + ℓ ≤ 1 ∀ωk, i = 1, 2.

(8)

It corresponds to constrainingK(jωk)Gi(jωk) to be in
region I or IV (see Fig. 1) for all frequencies.

III. F REQUENCYDOMAIN CONDITIONS FORQUADRATIC

STABILITY

A. Quadratic stability of two systems

Let a stable polynomial of ordern be defined as:

c(s) = sn + c1s
n−1 + . . . + cn. (9)

We can assign to this polynomial a vectorC:

C =
[

c1 c2 . . . cn

]

(10)

and a matrixA:

A =















−c1 −c2 . . . −cn−1 −cn

1 0 0 0
0 1 . . . 0 0
...

...
...

...
0 0 . . . 1 0















. (11)

Then the relation between strictly positive realness and the
quadratic stability can be stated in the following theorem.

Theorem 1: Considerc1(s) andc2(s), two stable polyno-
mials of ordern, then the following are equivalent:

1) c1(s)
c2(s)

and c2(s)
c1(s)

are Strictly Positive Real (SPR).
2) | arg(c1(jω)) − arg(c2(jω))| < π

2 ∀ω.
3) A1 andA2 are quadratically stable meaning that:

∃P = PT > 0 ∈ R
n×n such that

AT
1 P + PA1 < 0 , AT

2 P + PA2 < 0.
Proof: See Appendix A.

This theorem is useful to create new linear constraints in the
Nyquist diagram to ensure the quadratic stability of multi-
model systems.



B. Linear Constraints to Ensure Quadratic Stability

To ensure the quadratic stability of multi-model systems,
the idea is to transform the properties given in Theorem 1
into linear constraints on the open-loop Nyquist curves. Let
us consider the following ratio:

1 + K(s)G1(s)

1 + K(s)G2(s)
=

(Kd(s)Gd,1(s) + Kn(s)Gn,1(s))

(Kd(s)Gd,2(s) + Kn(s)Gn,2(s))

Gd,2(s)

Gd,1(s)
. (12)

It should be noted thatKd(s)Gd,1(s)+Kn(s)Gn,1(s) is the
characteristic polynomial of one of the stable closed-loop
system thus, it can be replaced byc1(s) andKd(s)Gd,2(s)+
Kn(s)Gn,2(s) is the characteristic polynomial of the other
stable closed-loop system and can be replaced byc2(s).
Thus, (12) can be written as:

1 + K(s)G1(s)

1 + K(s)G2(s)
=

c1(s)

c2(s)

Gd,2(s)

Gd,1(s)
. (13)

By simple manipulations we get:

c1(s)

c2(s)
=

1 + K(s)G1(s)

1 + K(s)G2(s)

Gd,1(s)

Gd,2(s)
. (14)

Using the second property of Theorem 1, the closed-loop
system is quadratically stable iff:

| arg(1 + K(jω)G1(jω)) − arg(1 + K(jω)G2(jω))+

arg(Gd,1(jω)) − arg(Gd,2(jω))| <
π

2
∀ω. (15)

Replacing arg(Gd,1(jω)) − arg(Gd,2(jω)) by ∆(ω), we
have:

−
π

2
− ∆(ω) < arg(1 + K(jω)G1(jω))−

arg(1 + K(jω)G2(jω)) <
π

2
− ∆(ω) ∀ω. (16)

It should be noted that∆(ω) is known since the parametric
models of the systems are known. These inequalities can
be simply transformed into linear constraints in the Nyquist
diagram.

Let us consider the simple case when∆(ω) is zero for all
frequencies (the denominators of the two models are equal),
then (16) becomes:

| arg(1 + K(jω)G1(jω)) − arg(1 + K(jω)G2(jω))|

<
π

2
∀ω. (17)

In this case, the idea is to add to the lined1 assuring the
robust stability, two perpendicular linesdu and dl passing
through the−1 point to assure the quadratic stability (see
Fig. 2). If K(jω)G1(jω) and K(jω)G2(jω) are between
these two lines,γ, the difference between the arguments
of 1 + K(jω)G1(jω) and 1 + K(jω)G2(jω), is always
less thanπ/2, thus respecting Inequality (17). By the way,
it should be noted that Fig. 2 is a good illustration of
the restrictions added by the quadratic stability. Indeed,the
region whereK(jω)G1(jω) andK(jω)G2(jω) are allowed

Im
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Fig. 2. Linear constraints for quadratic stability when∆(ω) = 0 and for
robust stability (d1).

to be to assure robust and quadratic stability is smaller than
the region assuring only robust stability.

Since the open-loop transfer functions are strictly proper,
it is impossible to respect the constraints defined bydu and
dl at high frequency as depicted in Fig. 2. At high frequency,
the region defined bydu anddl should include the origin of
the Nyquist diagram. This problem is solved by defining the
lines du and dl as a function of the frequency. To do it, a
desired open-loop transfer functionLd(s) is introduced. For
each frequency,du and dl are defined such that the vector
1 + Ld(jω) is the angle bisector of the two lines. In other
words, dl and du have a phase difference of, respectively,
−π/4 andπ/4 with respect to1 + Ld(jω).

This idea works for the simple case when∆(ω) is zero
but, for the more general case when∆(ω) is different from
zero,K(jω)G1(jω) and K(jω)G2(jω) have to be located
in different regions. Examining Inequality (16), these regions
should have an offset of∆(ω) between them. This is why
K(jω)G1(jω) should be between the linesdl,1 anddu,1 (dl,1

and du,1 have a phase difference of, respectively,−π/4 −
∆(ω)/2 andπ/4−∆(ω)/2 with respect to1+Ld(jω)) and
K(jω)G2(jω) between the linesdl,2 anddu,2 (dl,2 anddu,2

have a phase difference of, respectively,−π/4+∆(ω)/2 and
π/4 + ∆(ω)/2 with respect to1 + Ld(jω)) (see Fig. 3).

The linedu,1 can be described by:

y − mu,1(ω)x − mu,1(ω) = 0 (18)

where x and y are, respectively, the coordinates of the
real and imaginary axes andmu,1(ω) the slope ofdu,1

at the frequencyω. When −3π/4 < ∆(ω)/2 < π/4,
K(jω)G1(jω) and Ld(jω) must be on the same side of
du,1. Thus, this can be expressed by the following linear
constraint:

(ILd
(ω) − mu,1(ω)RLd

(ω) − mu,1(ω))

(ρT (I1(ω) − mu,1(ω)R1(ω)) − mu,1(ω)) ≥ 0
(19)
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Fig. 3. Linear constraints to ensure quadratic stability inthe Nyquist
diagram.

whereILd
(ω) andRLd

(ω) are, respectively, the imaginary
and real parts ofLd(jω). By examining Fig. 3, we can notice
that, if π/4 < ∆(ω)/2 < 5π/4, K(jω)G1(jω) andLd(jω)
must not be on the same side ofdu,1, so≥ in (19) should
be replaced by≤ . For the sake of simplicity, we define the
following function:

f1(∆(ω)) = sgn

(

cos

(

∆(ω)

2
+

π

4

))

(20)

which is negative whenπ/4 < ∆(ω)/2 < 5π/4. Thus, the
following linear constraint is defined whatever the value of
∆(ω)/2 is:

f1(∆(ω))[ILd
(ω) − mu,1(ω)RLd

(ω) − mu,1(ω)]

[ρT (I1(ω) − mu,1(ω)R1(ω)) − mu,1(ω)] ≥ 0

(21)

For similar reason we define:

f2(∆(ω)) = sgn

(

cos

(

∆(ω)

2
−

π

4

))

(22)

Thus, linear constraints can be written for linesdl,1, du,2

anddl,2:

f2(∆(ω))[ILd
(ω) − ml,1(ω)RLd

(ω) − ml,1(ω)]

[ρT (I1(ω) − ml,1(ω)R1(ω)) − ml,1(ω)] ≥ 0 (23)

f2(∆(ω))[ILd
(ω) − mu,2(ω)RLd

(ω) − mu,2(ω)]

[ρT (I2(ω) − mu,2(ω)R2(ω)) − mu,2(ω)] ≥ 0 (24)

f1(∆(ω))[ILd
(ω) − ml,2(ω)RLd

(ω) − ml,2(ω)]

[ρT (I2(ω) − ml,2(ω)R2(ω)) − ml,2(ω)] ≥ 0 (25)

whereml,1(ω), mu,2(ω) and ml,2(ω) are, respectively, the
slopes ofdl,1, du,2 anddl,2 at the frequencyω. It should be

noted that when one of these lines is vertical at a particular
frequency, the slope becomes infinity. Thus, the inequalities
given above should not be used. For example, (21) should
be replaced by:

f1(∆(ω))[RLd
(ω) + 1][ρTR1(ω) + 1] ≥ 0. (26)

The choice ofLd(s) plays a crucial role since the con-
straints depend on it. There are some simple choices that
usually leads to good results for simple models. For example
Ld = wc/s is an appropriate choice for low-order stable
systems.

Finally, these new constraints should simply be added to
the optimization problems defined in [1]. For this purpose, a
sufficient number of frequencies should be chosen between
0 and infinity. For example, when the quadratic stability is
needed, the optimization problem (8) becomes:

maximizek0

subject to:

ρT (cotα Ii(ωk) −Ri(ωk)) + ℓ ≤ 1 ∀ωk, i = 1, 2.

f1(∆(ωk))[ILd
(ωk) − mu,1(ωk)RLd

(ωk) − mu,1(ωk)]

[ρT (I1(ωk) − mu,1(ωk)R1(ωk)) − mu,1(ωk)] ≥ 0 ∀ωk

f2(∆(ωk))[ILd
(ωk) − ml,1(ωk)RLd

(ωk) − ml,1(ωk)]

[ρT (I1(ωk) − ml,1(ωk)R1(ωk)) − ml,1(ωk)] ≥ 0 ∀ωk

f2(∆(ωk))[ILd
(ωk) − mu,2(ωk)RLd

(ωk) − mu,2(ωk)]

[ρT (I2(ωk) − mu,2(ωk)R2(ωk)) − mu,2(ωk)] ≥ 0 ∀ωk

f1(∆(ωk))[ILd
(ωk) − ml,2(ωk)RLd

(ωk) − ml,2(ωk)]

[ρT (I2(ωk) − ml,2(ωk)R2(ωk)) − ml,2(ωk)] ≥ 0 ∀ωk

(27)

In this section, the theory is developed to guarantee the
quadratic stability of multi-model systems composed of two
models. It should be noted that this method can also be
applied to the following class of systems:

• LPV systems with affine dependency on one scheduling
parameter can be quadratically stabilized with a fixed
controller by the proposed approach. It is sufficient to
impose the quadratic stability constraints on the two
open-loop systems corresponding to the extremities of
the range of the scheduling parameter to ensure global
stability.

• LPV systems with affine dependency on one scheduling
parameter only in the denominator can be quadrat-
ically stabilized with an LPV controller with affine
dependency on one scheduling parameter only in the
numerator. Once again, it is sufficient to impose the
quadratic stability constraints on the two open-loop
systems corresponding to the extremities of the range
of the scheduling parameter to ensure global stability.

• Switched systems composed of two subsystems. It is
possible to design a specific controller for each sub-
system. The only constraint is that the two controllers
should have the same basis functions. This is illustrated
in the following section.
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Fig. 4. Nyquist plots of the open-loop transfer functionsK1(jω)G1(jω)
(solid) andK2(jω)G2(jω) (dashed).

IV. SIMULATION RESULTS

To show the effectiveness of the method, it is applied to
the following switched system composed of two subsystems:

G1(s) =
0.5

s2 + 0.2s + 0.5
, G2(s) =

1.5

s2 + 0.2s + 1.5
.

The objective is to design a PID controller with the
following structure:

K(s) =
Kds

2 + Kps + Ki

s(1 + Ts)
(28)

for each subsystem that maximizes the load disturbance
rejection. Two cases are treated: first, two controllers will
be designed without taking care of quadratic stability, then
two controllers will be designed with the additional linear
constraints, thus assuring quadratic stability.

For the first case, the linear programming approach, that
maximizes the load disturbance rejection is used to design
the two controllers. The design variablesℓ is set to 0.8 and
α to 75◦ to get a good modulus margin and a well-damped
closed loop-system. The time constantT of the filter of the
PID controller is set to 0.1. To be able to use the proposed
method, the subsystemsG1(s) and G2(s) are evaluated at
50 logarithmically spaced points between 0.1 and 100 rad/s.
The Nyquist plots of the open-loop transfer functions of the
two subsystems with the two controllers are shown in Fig. 4.
It can be observed that the Nyquist plots respect the linear
robustness constraint (red line). Finally, the phase differ-
ence between the two characteristic polynomials of the two
closed-loop subsystems is shown in Fig. 5. It can be observed
that for certain frequencies, the phase difference is greater
than π/2. This means that the switched system composed
of these two subsystems is not quadratically stable. This is
confirmed by the fact that no common Lyapunov function
could be found for the two subsystems.

For the second case, the same optimization problem is
used with the difference that the constraints to ensure the
quadratic stability are added. To add these constraints, a
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Fig. 5. Phase difference between the two characteristic polynomials of the
closed-loop subsystems.
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Fig. 6. Nyquist plots of the open-loop transfer functionsK1(jω)G1(jω)
(solid) andK2(jω)G2(jω) (dashed) guaranteeing quadratic stability.

desired open-loop transfer functionLd(s) has to be chosen.
Ld(s) is chosen equal toωc/(s(1+Ts)) whereωc is equal to
2.5 rad/s. This value is the largest for which the optimization
problem is feasible.

The Nyquist plots of the open-loop transfer functions of
the two subsystems with the two controllers are shown in
Fig. 6. It can be observed that the Nyquist plots respect
the linear robustness constraint (red line). Finally, the phase
difference between the two characteristic polynomials of the
two closed-loop subsystems is shown in Fig. 7. It can be
observed that for all the frequencies, the phase is smaller than
π/2 in absolute value. It means that the switched system is
globally stable. This is confirmed by the fact that a common
Lyapunov function could be found for the two subsystems.

V. CONCLUSIONS

In this paper, an extension of the frequency method based
on linear programming is proposed to design fixed-order
linearly parameterized controllers for multi-model systems
composed of two models guaranteeing quadratic stability.
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Fig. 7. Phase difference between the two characteristic polynomials of the
closed-loop subsystems guaranteeing quadratic stability.

The method is based on frequency loop shaping in the
Nyquist diagram. Classical robustness and performance spec-
ifications are represented by linear constraints. The quadratic
stability is ensured by adding linear constraints based on
the phase difference of the two characteristic polynomialsof
the closed-loop systems. This method can also be applied to
switched systems composed of two subsystems and to LPV
systems whose scheduling parameter has an affine depen-
dency in the closed-loop expression. Future work consists of
extending this method to multi-model systems composed of
more than two models.

REFERENCES

[1] A. Karimi, M. Kunze, and R. Longchamp, “Robust controller design
by linear programming with application to a double-axis positioning
system,” Control Engineering Practice, vol. 15, no. 2, pp. 197–208,
February 2007.

[2] Y. Chait, Q. Chen, and C. V. Hollot, “Automatic loop-shaping of
QFT controllers via linear programming,”Journal of Dynamic Systems,
Measurement and Control, vol. 121, no. 3, pp. 351–357, September
1999.

[3] M. Kunze, A. Karimi, and R. Longchamp, “Gain-scheduled controller
design by linear programming,” inEuropean Control Conference, July
2007, pp. 5432–5438.

[4] W. J. Rugh and J. S. Shamma, “Research on gain scheduling,” Auto-
matica, vol. 36, no. 10, pp. 1401–1425, October 2000.

[5] D. J. Leith and W. E. Leithead, “Survey of gain-scheduling analysis and
design,” International Journal of Control, vol. 73, no. 11, pp. 1001–
1025, July 2000.

[6] P. Ioannou and G. Tao, “Frequency domain conditions for strictly
positive real functions,”IEEE Transactions on Automatic Control,
vol. 32, no. 1, pp. 53–54, January 1987.

[7] K. Zhou, Essentials of Robust Control. New Jersey: Prentice Hall,
1998.

APPENDIX

A. Proof of Theorem 1

Proof: (1) ⇔ (2): This equivalence is immediate. For
more details see [6].

(1) ⇒ (3): Consider the transfer functionc1(s)
c2(s)

:

c1(s)

c2(s)
= 1 +

c1(s) − c2(s)

c2(s)
. (29)

Using a controllable canonical form, (29) leads to the fol-
lowing state space realization:

[

A2 B
C1 − C2 1

]

(30)

with B =
[

1 0 . . . 0
]T

.
Using the KYP lemma, (30) is SPR iff:

∃P = PT > 0 s.t.
[

AT
2 P + PA2 PB − (C1 − C2)

T

BT P − (C1 − C2) −2

]

< 0. (31)

Using the Schur lemma, we have:

AT
2 P +PA2+

1

2
[PB−(C1−C2)

T ][BT P −(C1−C2)] < 0.

(32)
Adding and substracting12PB(C1−C2)+

1
2 (C1−C2)

T BT P
to (32), we get:

(A2 − B(C1 − C2))
T P + P (A2 − B(C1 − C2))+

1

2
(PB + (C1 − C2)

T )(BT P + (C1 − C2)) < 0. (33)

Knowing thatA1 = A2 − B(C1 − C2) gives:

AT
1 P + PA1+

1

2
(PB − (C2 − C1)

T )(BT P − (C2 − C1)) < 0. (34)

Since the third terms in (32) and (34) are positive semi-
definite, we obtainAT

1 P + PA1 < 0 andAT
2 P + PA2 < 0.

This proves thatA1 andA2 are quadratically stable.
(3) ⇒ (1): This equivalence is proved using the bounded

real lemma. IfA1 andA2 are quadratically stable, it means
that the following matrix is stable:

A1 + A2

2
+ γB

C2 − C1

2
(35)

for all values of γ between -1 and 1. According to the
bounded real lemma we have [7]:

(

A1 + A2

2

)T

P + P

(

A1 + A2

2

)

+ PBBT P+

(

C2 − C1

2

)T (

C2 − C1

2

)

< 0. (36)

It is well known that the bounded real lemma is equivalent
to the positive real lemma with:

Ā = A − BC =
A1 + A2

2
− B

C2 − C1

2
= A2,

B̄ = B, C̄ = −2C = C1 − C2, D̄ = 1 and P̄ = 2P . Thus,
we get:

∃P̄ = P̄T > 0 s.t.

[

ĀT P̄ + P̄ Ā P̄ B̄ − C̄T

B̄T P̄ − C̄ −D̄ − D̄T

]

=

[

AT
2 P̄ + P̄A2 P̄B − (C1 − C2)

T

BT P̄ − (C1 − C2) −2

]

< 0. (37)

This inequality is the same as (31) thus, we can conclude
that c1(s)

c2(s)
is SPR. Using the properties of SPR systems, the

inverse,c2(s)
c1(s)

, is also SPR.


