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Abstract 

Visualization methods for Convolutional Neural Net­
works (CNNs) are spreading within the medical com­
munity to obtain explainable AI (XAI). The sole quali­
tative assessment of the explanations is subject to a risk 
of confirmation bias. This paper proposes a methodol­
ogy for the quantitative evaluation of common visual­
ization approaches for histopathology images, i.e. Class 
Activation Mapping and Local-Interpretable Model­
Agnostic Explanations. In our evaluation, we propose 
to assess four main points, namely the alignment with 
clinical factors, the agreement between XAI methods, 
the consistency and repeatability of the explanations. To 
do so, we compare the intersection over union of multi­
ple visualizations of the CNN attention with the seman­
tic annotation of functionally different nuclei types. The 
experimental results do not show stronger attributions to 
the multiple nuclei types than those of a randomly ini­
tialized CNN. The visualizations hardly agree on salient 
areas and LIME outputs have particularly unstable re­
peatability and consistency. The qualitative evaluation 
alone is thus not sufficient to establish the appropriate­
ness and reliability of the visualization tools. The code 
is available on GitHub at bit. ly /2K4 BHKz. 

In many medical imaging tasks, such as segmentation and 
classification in magnetic resonance, computed tomography 
or ultrasound images, the input comprises an image with a 
clear region of interest ( e.g. organ or tumor) that often cornes 
with ground-truth segmentation. In histopathology, Whole 
Slide Images (WSis) can reach gigapixel sizes, with some­
times only infinitesimal regions being decisive for the task. 
Isolated tumor cells, for example, can determine crucial de­
cisions despite being single cells or small clusters of tumor 
cells that occupy less than 0.008% of the entire image. 

Understanding the decision-making process of Convolu­
tional Neural Networks (CNNs) is a key point in medi­
cal imaging, to ensure that clinically correct decisions are 
taken. Among the explainability (XAI) methods proposed 
in the literature, the post-training attribution to either high­
level concepts (Graziani, Andrearczyk, and Müller 2018; 
Graziani et al. 2020; Kim et al. 2018) or input features 
was proposed for medical applications (Palatnik de Sousa, 
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Maria Bemardes Rebuzzi Vellasco, and Costa da Silva 2019; 
Ribeiro, Singh, and Guestrin 2016). Feature attribution, in 
particular, highlights the most influential set of features in 
the input space by generating saliency maps, also called 
heatmaps (Selvaraju et al. 2017; Palatnik de Sousa, Maria 
Bemardes Rebuzzi Vellasco, and Costa da Silva 2019; Chat­
topadhay et al. 2018; Ribeiro, Singh, and Guestrin 2016; 
Zhou et al. 2016). One of the risks of accepting the plau­
sibility of the heatmaps only by visual assessment is that 
of incurring in the so-called confirmation bias. As the re­
search in cognitive psychology explains, we tend to attribute 
greater confidence to a hypothesis, even if false, when expla­
nations are generated for it (Lombrozo 2006). For this rea­
son, the reliability and trustworthiness of visual explanations 
should be thoroughly addressed before their incorporation 
into healthcare pipelines, clarifying the advantages, limita­
tions and sirnilarities of the methods. As Tokenaboni argues 
in (Tonekaboni et al. 2019), the specific needs of clinical 
practice require the evaluation of the appropriateness of the 
explanations, their alignment with clinical factors, their po­
tential of being translated into action and, finally, their con­
sistency over parameter shifts. Remarkable evaluations of 
the consistency of saliency maps proposed adding constant 
shifts into the data (Kindermans et al. 2019), comparing vi­
sualizations after cascading randornizations of the network 
weights (Adebayo et al. 2018) and quantifying the sirnilarity 
of explanations under multiple conditions (Arun et al. 2020). 
The instability of XAI visualization methods applied to nat­
ural images and chest X-rays emerged from these studies. If 
the lesion contours are available, the appropriateness of the 
explanations can be evaluated by localization metrics (Arun 
et al. 2020). Evaluating visualization methods on the basis of 
their localization performance as in (Arun et al. 2020), how­
ever, may easily fail in the context of histopathology images. 
WSis do not have a clear central subject on the foreground 
but rather a structural disposition of many instances (e.g. 
connective, adipose, or epithelium cells) at several scales, 
as illustrated in Fig. 1. 

In this work, we propose quantitative metrics that can 
specifically evaluate visual explanations in the context of 
histopathology images (at 40X magnification). To establish 
whether the visualizations are appropriate for the domain, 
we evaluate the Intersection over Union (IoU) between the 
heatmaps and functionally different nuclei types, i.e. neo-
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