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Abstract
The objective of this study was to understand how consumers react and respond to a service experience provided by the robot, 
Pepper. To form our predictions, we applied and tested an extended version of the technology acceptance model (TAM). For 
the method, pre-recorded gestures were used to attract people to interact with Pepper, and participants were asked to pose 
questions to the robot for 5 to 10 min. Then, we distributed a questionnaire to these participants to gather data on their impres-
sions of the interaction. Based on a final sample of 180 respondents, we used structural equation modeling (SEM) to test our 
hypotheses. Our results showed the fundamental importance of Social Presence when it comes to the use of robots. Social 
presence had a direct positive effect on Usefulness, Trust, and Emotional Appeal, and significant indirect effects through 
all three paths on Intention to Use. Moreover, The Fear of Robots negatively impacted the Intention to Use. We also found 
that when people were in discussion with the robot, they completely forgot that a human concierge is controlling the robot 
from another place. This study provides important insights into how and why consumers react to a service-providing robot, 
which is an important stream of research as this technology becomes more feasibly implemented in the hospitality industry.

1 Introduction

The market for service robot technologies and telepresence 
solutions is expected to grow remarkably in the near future, 
and the use of service robots has been gaining attention in 
particular for delivering human services in hospitality and 
tourism industry [32]. Service delivery robots are becom-
ing increasingly integrated into the workforce with two 
major goals: (1) to optimize service productivity and (2) to 
enhance the customer experience. Yet while it is clear that 
advances in technology make service robots more feasible, 
the willingness of consumers to use robots as part of a ser-
vice experience is much less clear. How and why consumers 
respond to service robots is thus an important area of study 
to help inform the hospitality industry about the potential 
benefits and issues associated with this new technology.

According to the International Organization for Stand-
ardization, a “service robot” is a robot “that performs useful 

tasks for humans or equipment excluding industrial automa-
tion applications” (ISO 8373). Service robots are system-
based autonomous and adaptable interfaces that interact, 
communicate, and deliver a service to an organization’s 
customer [46]. Service robots can be either humanoid, by 
simulating a human appearance (e.g., Sanbot Max or Pep-
per, see Fig. 1) or non-humanoid (e.g. Roomba the cleaning 
robot), and research shows that interactions with a physical 
robot provides an enhanced experience over simply interact-
ing with a voice assistant like Amazon’s Alexa [40]. Robots 
are increasingly capable of completing cognitive-analytical 
tasks thanks to underlying computer power or emotional-
social capacities (e.g., reception robots) as well as marked 
improvements in voice user interfaces [28]. As robots can be 
connected to a Customer Relationship Management (CRM) 
system, they have the potential to provide customized 
service. As such, for the service sector, the opportunities 
offered by robotics in combination with cameras, sensors, 
speech recognition, big data, artificial intelligence, mobile, 
and cloud technology are especially promising [46]. With 
their local input (e.g. cameras, microphones, and sensors) 
and their ability to access other sources such as the internet 
or a knowledgebase, service robots will be increasingly able 
to provide services to customers with increased efficiency 
and accuracy. Of course, just because something can be built 
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does not mean it necessarily should be built. Thus, research 
on the interactions of people with robots is needed as a com-
plement to the increasingly abundant research related to the 
technological advances that can improve robot design and 
construction.

While the labor efficiencies provided by robots are well 
known for sectors such as manufacturing, as this technology 
becomes omnipresent in the service sector, research needs 
to keep pace with the introduction of new technologies to 
understand their potential effects on the service experience. 
Although technology may allow a certain type of service to 
be provided, this does not necessarily mean that the method 
of service delivery will positively affect the customer ser-
vice. The projected growth of using robots as concierges 
in hotels, museums, and airports [35] only highlights the 
need for work in this area. Similarly, several researchers 
have investigated the use of so-called telepresence robots in 
different contexts and scenarios, including remote visits of 
libraries or museums [18], as a concierge in parks [41], and 
as home assistants for elderly healthcare (e.g. [31, 34]. The 
research on the influence of robots on the service experi-
ence, though, is at a very nascent stage. The purpose of this 
research is therefore to help understand how customers react 
to a service experience with a robot, to better inform the 
hospitality field of the sort of antecedents and consequences 
associated with the successful (or unsuccessful) implemen-
tation of robots as service providers.

2  Robots in Hospitality Industry

Robots are increasingly becoming integrated into the opera-
tions of hotels, which has a significant impact on custom-
ers’ service experience [44]. Indeed, Buhalis and Leung [3] 
considered the role of the “smart hospitality ecosystem” and 
shared several examples of robot and IoT usage in the hos-
pitality industry (Hotel Jen of Shangri-la, Henn-na Hotel, 
Marriott International, etc.). Similarly, Bowen and Whalen 
(2018) argued that human interactions between host and 

customer are being replaced by human–robot interactions. 
Given this role that robots can play in service delivery, 
research has mainly focused on human–robot interactions 
and the acceptance of technology [27, 43, 44, 47]. As Ivanov 
and Webster [26] demonstrate, the adoption of robotics in 
the hospitality context has financial benefits (e.g. labor cost 
savings) and non-financial benefits such as a better percep-
tion of service quality through new attractive and interactive 
ways of delivering a service, communicating information, 
and engaging with customers. In their research, Ivanov et al. 
[27] explored which of the robot’s hotel-related activities 
are the most easily accepted by consumers. Their results 
revealed that customers can show an interest when the 
robot is used as a concierge and other hotel-related tasks 
(e.g. information providers, transporting goods, payments). 
At the same time, they noted that customers might prefer 
the high-touch of human-delivered services rather than the 
high-tech service delivery process. For example, customers 
might feel uncomfortable and unsure about the way they 
can use the concerned technology. Related to the profiles of 
service agent, Choi et al. [4] compared three service agents 
for a hotel (human service agent, robot, and kiosk), finding 
that people evaluated the service encounter more favorably 
when the human service agent used literal language. They 
also mentioned, however, that this language style can be 
applied to service robots as their humanlike features (a face, 
arms, and body shape). Prior research thus seems to indicate 
that consumers’ willingness to integrate service robots as 
substitutes for human staff at hospitality service encounters 
depends on the robot’s performance efficacy and anthropo-
morphism, the customer’s intrinsic motivation, social influ-
ences, and trust in the technology, and the context’s facilitat-
ing conditions. Ultimately, we argue that we need to consider 
these key factors on how customers perceive robots—their 
perceptions of usefulness, social presence, aesthetic, emo-
tional appeal and trust in the robot’s recommendations—and 
customers view of the technology in general—their discom-
fort (i.e., fear) of the technology—that combine to predict 
individuals’ acceptance of the technology.

3  Technology Acceptance Model (TAM) 
Applied to Frontline Service Robots

To gain a better understanding of how and why robots will 
be accepted by consumers in the hospitality industry—
and ultimately, the extent to which consumers express 
a willingness to use the technology—it makes sense to 
build on what is already known about the acceptance of 
technological innovations. We thus specifically build on 
the Technology Acceptance Model (TAM). Yet, according 
to Flandorfer [13], compared to traditional TAM studies, 
TAM applied to robots is more intricate because robots 

Fig. 1  Pepper robot
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are complicated and multifaceted devices. Research shows 
that acceptance of robots depends on complex dynamics 
between several factors: (1) the user’s characteristics, (2) 
the robot’s characteristics, (3) the user’s beliefs about the 
robot and about his/her interactions with it, and (4) vari-
ables such as attitude toward use, use intention, and prior 
usage experiences [7]. It would seem that age, gender, cul-
tural background, and personality are all factors that may 
correlate with users’ adoption of robotics. For example, 
Eyssel et al. [12] conducted an experiment to determine 
if people show a higher propensity to accept a robot when 
the robot’s voice is (1) human-like versus synthesized, and 
(2) female versus male. Their results showed that partici-
pants demonstrated greater acceptance and felt psychologi-
cally closer to the robot when the robot and participants 
shared the same gender and when it used a human-like 
voice. In addition, the robot’s characteristics played a 
role in whether it is accepted or rejected. These charac-
teristics include both utilitarian (e.g. usefulness, ease of 
use) and hedonic aspects (e.g. enjoyment, attractiveness) 
[7]. Similarly, users were more likely to accept and had a 
higher intention to use a robot that demonstrated social 
abilities [9]. Furthermore, Gaudiello et al. [15] investi-
gated human–robot acceptance more deeply by focusing 
on trust. Their study suggested that distrust of robots is 
correlated to the nature of the task. Most notably, they 
found that robots are more easily accepted in functional 
tasks rather than in social tasks. These results stand in 
contrast with the findings of De Ruyter and Aarts [9] and 
underscore the interdependence between factors, which 
can influence technology uptake in different ways. Regard-
ing the hedonic aspects, De Graaf and Ben Allouch [7] 
demonstrated that TAM would be enhanced if robot design 
were to include user experience variables such as enjoy-
ment, adaptability, sociability and perceived behavioral 
companionship. Indeed, their research showed that enjoy-
ment had an influence on use attitude, ease of use, and use 
intention. Finally, the control beliefs of the user about the 
robot, such as past experience with robots and perceived 
behavior control, affect the adoption of the technology. 
Because people do not have the same resources and capac-
ities toward robotics, an individuals’ lack of knowledge 
about technology can make them feel overwhelmed, which 
makes them less likely to use robotics [2].

TAM as well as more specific work into users’ reactions 
to robots thus shows that it is a variety of users’ perceptions 
that play a pivotal role in determining the willingness of 
individuals to take advantage of the technology. The host 
of variables considered, as well as the diverse approaches 
taken, has failed to yield a coherent model that can be used 
to understand consumer reactions to robots in the service 
sector. We thus turn to building on this literature to develop 
such a model.

4  Research Model and Hypotheses

Learning from prior research on TAM in general, as well as 
the specific content associated with consumers’ reactions to 
robots, we thus develop our model by focusing on the fol-
lowing constructs: the social presence, aesthetic, emotional 
appeal, and usefulness of the robot; consumers’ perceptions 
of trust in the robot’s recommendations as well as consum-
ers’ general fear of robots; and ultimately the extent to which 
an individual expresses an intention to use the technology. 
These constructs represent the general themes of issues 
addressed in this literature that are most applicable to under-
standing this technological adoption in services. The specific 
rationale for these constructs and the hypotheses about their 
relationships are developed below.

4.1  Affective Perceptions and Reactions to Robots

Social presence is “the experience of sensing a social entity 
when interacting with the system” [22], p. 529). Robots can 
attract people’s attention with their social presence [39], and 
a robot’s Automated Social Presence (i.e., giving the impres-
sion that there is someone else present with us) should influ-
ence customers’ experiences and the way they find robots 
to be useful [45]. The extent to which a robot can be made 
human-like, such as by being seen as acting with empathy, 
plays a crucial role in human–robot interactions [8]. Per-
ceptions of social presence should therefore be a key value 
for judging the robot being useful for an interaction [14]. 
Relatedly, Heerink et al. [23] found that the sense of social 
presence with a robot is positively associated with users’ 
assessments of the robot’s capabilities. Hence, we propose 
the following hypothesis:

4.1.1  H1: A robot’s Social Presence Impacts Positively its 
Usefulness

Social presence, though, should influence the user experi-
ence in ways beyond just perceptions of utility. Unlike other 
technologies, the embodiment that coincides with robot 
design indicates that the extent to which the robot emulates 
human interactions should influence reactions to the tech-
nology (Kang and Kwak [29, 47]. As such, perceptions of 
trust has emerged as a critical construct for understanding 
user reactions to new technology. Trust is defined as “The 
belief that the system performs with personal integrity and 
reliability” [22], p. 529) and that it will perform tasks well 
[15], p. 363). A robot with more social capacities should 
be more trustworthy because it is seen as being intelligent. 
Furthermore, people are more willing to interact with a 
robot that has human characteristics and attitudes, such as 



 International Journal of Social Robotics

1 3

making eye contact [1], Kang and Kwak [29]). Social pres-
ence is also enhanced by the appearance and voice of the 
robot because it affects how people rate the sociability of the 
robot (Broadbent [2]). Thus, a greater human-like presence 
should enhance users’ overall acceptance of the robot-human 
interaction. This which leads us to the following hypothesis:

4.1.2  H2: A Robot’s Social Presence has a Positive Influence 
on Trust

Trust by itself does not fully capture users’ affective reac-
tions from the human–robot interaction. In their study where 
participants interacted with two robots (one that showed 
socially intelligent conditions and the other one that did not), 
Heerink et al. [20] found that all participants felt comforta-
ble interacting with the social robot, and 47% felt uncomfort-
able interacting with the less social robot. Several years later, 
Heering et al. (2009, 2010) found that the perceived enjoy-
ment of people interacting with the robot is influenced by 
the social presence. Fridin and Belokopytov [14] found the 
same results studying the acceptance of adults with social 
assistive robots. Indeed, the robot was joking and pranking 
the participants (which shows social abilities) and it led to a 
higher emotional appeal. Therefore, we suggest the follow-
ing hypothesis:

4.1.3  H3: A Robot’s Social Presence Impacts Positively its 
Emotional Appeal

In a related line of work, while studying social robots, De 
Graaf and Ben Allouch [7] found that the aesthetic (e.g. 
anthropomorphism, realism, etc.) influenced the experi-
ence of the user. Indeed, their research showed that a robot’s 
attractiveness explained the extent of users’ enjoyment. 
According to Broadbent et al. [2], humanness, size, and 
gender are important variables of aesthetic. For example, a 
robot that is really tall might be impressive, but inadequate 
for use with children because it may make them feel anxious. 
Therefore, matching the robot’s role, aesthetic, and behavior 
to a specific situation should lead to a higher acceptance of 
the robot and be positively correlated with emotional appeal. 
Consistent with this line of reasoning, Tussyadiah and Park 
[44] found that anthropomorphism enhances emotional 
attachment with robots (2018). Therefore, we propose the 
following hypothesis:

4.1.4  H4: A Robot’s Aesthetic Impacts Positively its 
Emotional Appeal

As noted above, trust relates to beliefs about the integrity 
and reliability of a system [22] as well as its potential for 
performing tasks well [15]. Consideration of trust answers 
questions such as “I would trust the robot if it gave me good 

advice” or “I would follow the advice the robot gives me.” 
Gaudiello et al. [15] explored the issue of trust, seeking to 
determine if users trust robots when they makes decisions on 
both functional and social issues. Their results showed that 
participants were inclined to consider the robot not trustwor-
thy enough to make better decisions than humans, except 
when these decisions concern functional issues that require 
high-precision technical skills [15]. In essence, functional 
tasks seem to be more easily accepted than social ones. De 
Graaf and Ben Allouch [7] explained that trusting the tech-
nology affects the way people perceived the robot’s acces-
sibility and usefulness. The guarantee that users will gain 
utility from their interactions with robots depends on the 
degree of trust in the robots and the information they deliv-
ered. Therefore, we propose the following hypothesis:

4.1.5  H5: Having Trust in the Robot Impacts Positively its 
Usefulness

Of course, when using a robot, individuals simultaneously 
evaluate if the robot shows integrity and reliability. If the 
robot does not elicit these perceptions, people might get anx-
ious or have negative emotional reactions after the interac-
tions [24]. Alternatively, when a robot has a funny attitude, it 
increases the self-confidence of the participants and reduced 
their anxiety [14]. Also, if the participants feel that the robot 
is trustworthy, they might have a certain feeling of security, 
resulting in some positive emotions such as excitement [42]. 
Therefore, we propose the following hypothesis:

4.1.6  H6: Having Trust in the Robot Impacts Positively its 
Emotional Appeal

4.2  Predicting Consumers’ Intentions to Use

While TAM and related research articulate the importance 
of users’ reactions and perceptions for understanding the 
robot-human interaction, the ultimate variable of interest 
from this research is to provide an understanding of whether 
consumers will ultimately want to use the robotic technol-
ogy. And in this line of reasoning, usefulness is the funda-
mental variable underlying consumers’ intention to use [11, 
38]. In their study, Park and Kwon [38] found that usefulness 
was a crucial variable to explain intention to use because 
they were working with a teaching robot: it has to be use-
ful and efficient,otherwise people will not use it. Fridin and 
Belokopytov [14] found a strong and significant relation-
ship between usefulness and intention to use while studying 
elementary teachers’ acceptance of a socially-assistive robot. 
Arguably regardless of the task of a robot, if the robot is not 
useful, individuals will not have a high intention to use it. 
Usefulness thus is likely a necessary (although maybe not 
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sufficient) characteristic of a robot for there to be any poten-
tial adoption of the technology. For the purpose of develop-
ing a model explaining the use of robots by consumers, it is 
relevant for us to compare the importance of this connection 
compared to other variables impacting intention to use. We 
therefore form the following hypothesis:

4.2.1  H7: A Robot’s Usefulness Impacts Positively 
the Intention to Use it

The importance of the other affective reactions to robots 
reviewed above, though, suggest that usefulness is just one 
factor needed to facilitate consumers’ use of the technology. 
If individuals evaluate the robot as being untrustworthy, it is 
unlikely they will intend to use it in the future. This situation 
applies to social robots that perform tasks such as teaching, 
helping the elderly or providing information. This is why 
the construct of trust influences the intention to use, and it 
has been positively validated by several authors [7, 14]. The 
degree of trust in the information delivered by a robot can 
potentially impact users’ intention to interact again with it. 
Therefore, we suggest the following hypothesis:

4.2.2  H8: Having Trust in the Robot Impacts Positively 
the Intention to Use it

The influence of emotional appeal on intention to use has 
also been studied and validated by several authors (e.g. [4, 
10, 14, 21, 38]. According to Klamer et al. [30], hedonic 
and pleasurable factors play an important role in the accept-
ance and use of robots. Indeed, they say that when users feel 
emotions such as enjoyment or playfulness while interacting 
with the robot, it has an influence on the intention to use. 
Furthermore, in their study about acceptance of teaching 
assistant robots, Park and Kwon [38] found that perceived 
enjoyment had a significant impact on the intention to use 
the technology. In the same way, Heerink et al. [21] studied 
the importance of enjoyment for the acceptance of technol-
ogy by elderly people. According to the authors “perceived 
enjoyment after a first experience with a system would have 
a predictive influence on the intention of elderly users to 
use it and this intention would predict the actual use of it” 
(p.113). Based on these arguments, we propose the follow-
ing hypothesis:

4.2.3  H9: A Robot’s Emotional Appeal Impacts Positively 
the Intention to Use it

Finally, we turn to considering consumers’ actual fear of 
the technology. Although the construct fear of robots is not 
generally included in technology acceptance models, related 
research suggests that it may be an important variable for 
this context. For example, the Almere model, a model about 

the acceptance of assistive social agent technology by older 
adults [23], showed that fear of the technology played a 
critical role in the likelihood that the technology would be 
used. The Almere model defines anxiety as causing anxious 
or emotional reactions in real or imaginary human–robot 
interactions, and is linked to assumptions such as “I find 
the robot scary or intimidating” [23], p.364). According to 
Heerink et al. [23], anxiety influences a variety of percep-
tions, including attitudes as well as perceptions of usefulness 
and ease of use. De Graaf and Ben Allouch [7] explained 
that there is a correlation between enjoyment, anxiety and 
perceived behavioral control. Furthermore, they showed 
that this correlation is important for social robot accept-
ance. Indeed, enjoyment should reduce anxiety and comfort 
people in their aptitudes to successfully use and interact with 
the robot. Nomura et al. [36] exhibited that fear and negative 
attitudes toward robots influenced the behavior of humans 
toward robots, such as “time spent in communicating with 
and touching them” (2008, p.449). Therefore, we suggest the 
following hypothesis:

4.2.4  H10: The Fear of Robots Impacts Negatively 
the Intention to Use it

Figure 2 shows our extended model of TAM. The figure 
summarizes the hypothesizes developed above, as well as 
visually represents the hypothesized process through which 
we expect consumers’ perceptions and attitudes ultimately 
combine to predict intentions to use the technology.

5  Methodology

5.1  Measures

We relied upon existing measures of our focal constructs 
to test our model, adapting the measures as necessary to be 
applicable to the context of interactions with robots. The 
36-item survey provided response options for each item 
ranging from 1 (strongly disagree) to 7 (strongly agree).

As noted above, utilitarian aspects of technology can be 
considered to encompass both usefulness and ease of use. 
Both Usefulness and Ease of Use were assessed with items 
adapted from Davis (1989). As we explain below, however, 
these items were eventually combined into a single factor, 
which we labeled as Usefulness in subsequent analyses.

Social Presence was assessed with items adapted from 
Gefen and Straub [17]. Trust was assessed with items 
adapted from Gefen and Straub [17], Gefen and Straub [16], 
and Cyr et al. [5]. Aesthetic was assessed with items adapted 
from De Graaf and Ben Allouch [7]. Emotional Appeal was 
assessed with items adapted from Hassanein and Head 
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[19]. Fear of Robots was assessed with items adapted from 
Nomura et al. [36].

Our ultimate dependent variable, Intention to Use, was 
assessed with items adapted from Hellier et al. [25]. In our 
case, we combined the Level of Satisfaction and the Intention 
to Use as prior research has shown that items for these two 
measures are highly related, a finding that has been con-
firmed several times (cf. [25, 37]. Indeed, our data shows 
the two items to be very highly related (correlated 0.55) and 
load equally on a single construct (loadings of 1.000 and 
1.080, which are not statistically significantly different from 
each other, p = 0.608). We therefore judged that there is no 
utility to separate them here for our model. We labeled the 
resultant measure Intention to Use for all subsequent analy-
ses. In Table 1, the items for all constructs are represented.

5.2  Sampling and Data Collection Procedures

As the aim of this research is to assess how customers will-
ingness to use the services delivered by a robot as a con-
cierge, Pepper was mainly placed in the lobby of a business 
school. The assessment was conducted by two people. The 
first person (the concierge) maintained control of Pepper 
from a remote room, whereas the other person remained with 
the robot, engaging people to interact with it and making 
sure the questionnaire was filled out after the interaction. We 
had two populations of respondents. One population were 

not aware that someone was controlling the robot, while the 
second population were told that a human concierge could 
be contacted if the robot was not able to answer a ques-
tion. Pepper was controlled with the Avatar Remote Control 
application on a tablet. Questions asked by the users were 
very diverse, ranging from “How is the weather?” to precise 
questions about the school. To be able to answer all sorts of 
questions, the ‘concierge’ with the tablet was connected to 
the system from another room and was able to check any 
information. Pre-recorded gestures were used to attract peo-
ple to come and interact with Pepper or as entertainment 
during the interaction. Those who were willing to engage 
with the robot were asked to pose questions to the robot over 
a period of 5 to 10 min. The assistant then distributed our 
questionnaire to participants to gain information about their 
perceptions of the interaction. Figure 3 shows the interaction 
in terms of process. We had 180 respondents (43.3% male 
and 56.7% female). The age of respondents was between 18 
and 71, with an average age of 29.14.

6  Results

6.1  Reliability and Validity of Measures

Summary statistics of the study’s variables are shown in 
Table 2. We considered several characteristics of each 

Fig. 2  Research model
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Table 1  Questionnaire items

Item loadings are from the structural model, estimated below. The first item loading for each measure was fixed to 1 to allow the model to be 
estimated. All other item loadings are significant at p < .001

Constructs Items Item loadings

Estimate Standard error

Usefulness The robot is able to answer my requests 1.000 –
The robot is efficient 1.689 0.283
The interaction with the robot is useful 1.542 0.229
It is easy to understand how to interact with the robot 2.037 0.320
It is practical to interact with the robot 1.899 0.337

Social presence The robot looks clever 1.000 –
There is a sense of human contact through the use of this robot 1.111 0.156
The robot looks empathetic 1.049 0.115

Trust I trust the reliability of information delivered by the robot 1.000 –
The robot looks trustworthy 0.997 0.085
I feel safe in my interaction with the robot 0.785 0.161

Aesthetic The robot looks aesthetic 1.000 –
The robot is visually pleasing 1.068 0.079

Emotional appeal I feel cheerful due to the friendliness of the robot 1.000 –
The interaction with the robot is pleasant 1.032 0.071
The interaction with the robot is funny 0.664 0.107

Fear of robots In general, I am scared of interacting with robots 1.000 –
I hate the idea that in the future, I will have to interact more and more with 

robots
1.243 0.208

I am scared that in the future society will be dominated by robots 1.334 0.172
Intention to use Overall, I am satisfied with my interaction with the robot 1.000 –

In the future, I intend to interact with the robot 1.080 0.156

Fig. 3  Nature of the experiment
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measure, including its reliability (both alpha and omega) 
and its average variance extracted (AVE). Note that 
although we ultimately use structural equation modeling 
to test our model and hypotheses, and although omega pro-
vides a better measure of reliability [6, 33], we also report 
coefficient alpha due to its ubiquity in research papers [6].

While most measures looked adequate at first glance, 
there were some concerns about the measures of ease of 
use and usefulness. In particular, the reliability of ease of 
use was low (alpha and omega were 0.60), and the square 
root of its AVE was less than its correlation with the meas-
ure of usefulness. Because of this, we conducted a set of 
confirmatory factor analyses, comparing a two-factor 
solution (with ease of use and usefulness represented as 
separate constructs) to a one-factor solution (where they 
loaded on the same construct). Results indicated that the 
two-factor solution was not significantly better fitting than 
the one-factor solution (ΔX2 = 1.55, df = 1, p = 0.15). It 
thus appears that ease of use and usefulness represent 
the same underlying construct, at least with respect to 
the use of robots in this context. We therefore combined 
the items from the two measures into a single construct, 
which indeed had adequate reliability (alpha = 0.86, 
omega = 0.87), and the square root of its AVE was greater 
than its correlation with all remaining measures.

All other measures demonstrated adequate reliabil-
ity and construct validity. All measures of reliability 
were above 0.7, all measures of AVE were greater than 
0.5 (Fornell and Larcker, 1981), and the square root of 
AVE was greater than other correlations in the matrix 
(Gefen et al. 2000; Straub et al. 2004). A measurement 
model, conducted with SEM, revealed overall good fit 
(RMSEA = 0.07, CFI = 0.90, TFI = 0.90), and all factor 
loadings were greater than 0.7 and statistically significant 
(see Table 1).

6.2  Results and Discussion

SEM was the most appropriate way to test the hypotheses 
because the model employed several latent variables. Mplus 
version 8.4 (2019) was used to conduct the analysis. Table 1 
reports the item loadings in the measurement model; Fig. 4 
shows the results of the structural model used to test our 
hypotheses.

Overall, as Fig. 4 shows, the majority of our hypothe-
ses are supported. A summary of our hypotheses tests and 
results is provided in Table 3. Details about our results and 
hypothesis tests are provided below.

The Usefulness of the robot was impacted by Social 
Presence (γ = 0.57, SE = 0.16, p < 0.001), Therefore, H1 is 
confirmed.

Social Presence had a positive impact on Trust (γ = 0.93, 
SE = 0.13, p < 0.001). The combination of Social presence 
and the control variables of age (γ = -0.19, SE = 0.076, 
p < 0.05) and gender (γ = -0.10, SE = 0.05, p < 0.05) 
explained 78% of variance. This supports H2. Relatedly, 
Social Presence had a positive effect on Emotional Appeal 
(γ = 1.28, SE = 0.29, p < 0.001), which supports H3.

Not all findings, however, supported the hypotheses. Con-
trary to H4, aesthetic did not significantly predict emotional 
appeal. Also, Trust did not predict Usefulness, thus failing 
to support H5. Also, despite the positive correlation between 
Trust and Emotional Appeal (r = 0.52, p < 0.001), after con-
trolling for the effects of Social Presence and Aesthetic, 
Trust actually had a negative relationship with Emotional 
Appeal (γ = − 0.61, SE = 0.24, p < 0.01), which is actually 
in direct contrast to our hypothesis. It should be noted, 
however, that the correlation between Trust and Emotional 
Appeal is significantly positive (r = 0.52, p < 0.0001). Thus, 
it is only after controlling for the effects of Social Presence 
that the (partialled) effect of Trust becomes negative.

Table 2  Summary statistics and discriminant validity

a ≥  N = 180. Diagonal: (Average Variance Extracted)1/2 = (Σλi
2/n)1/2. For Gender: 0 = Male; 1 = Female. Correlations greater than. 16 are signifi-

cant at p < .05

Constructs Mean SD Reliability 1 2 3 4 5 6 7 8 9

Alpha Omega

1. Usefulness 5.46 1.02 .86 .87 .77
2. Social presence 5.08 1.27 .78 .79 .55 .75
3. Trust 5.49 1.10 .78 .79 .54 .64 .75
4. Aesthetic 6.00 1.12 .88 .88 .41 .42 .49 .89
5. Emotional appeal 6.11 0.97 .84 .86 .59 .66 .52 .49 .83
6. Fear of robots 3.46 1.59 .79 .79 .04 − .12 − .25 − .20 − .18 .75
7. Intention to use 5.59 1.22 .69 .72 .61 .64 .66 .60 .64 − .26 .76
8. Age 29.14 14.34 – – − .02 − .24 − .28 − .10 − .06 − .09 − .13 –
9. Gender 0.57 0.50 – – .23 .28 .05 .06 .19 .09 .13 − .09 –
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The four hypotheses all related to the prediction of 
Intention to Use were supported. The effects of Usefulness 
(γ = 0.50, SE = 0.18, p < 0.01), Trust (γ = 0.29, SE = 0.086, 
p < 0.001), and Emotional Appeal (γ = 0.45, SE = 0.093, 
p < 0.001) were all significant and positive, thus supporting 
H7, H8, and H9 respectively. Also as predicted, the effect of 
Fear of Robots (γ = -0.11, SE = 0.057, p < 0.05) was signifi-
cant and negative, supporting H10. Overall, the combination 
of Usefulness, Trust, Emotional Appeal, and Fear of Robots, 
explained 92% of the variance in individuals’ Intention to 
Use the robots.

7  Conclusion

The market of service robot technologies and telepres-
ence solutions is expected to grow markedly during the 
next ten years. This trend will, in all likelihood, have a 
major impact on firms’ service productivity. Indeed, ser-
vice robots can potentially increase firms’ service produc-
tivity and have a major impact on employment. With the 
development and refinement of AI technologies, robots 
will increase their abilities to interact with clients. In addi-
tion, they will increasingly help the employees of a firm by 
assisting them in their interactions with guests. Interest-
ingly, we also observed that when people were in discus-
sions with our study’s robot, they completely forgot that a 
human concierge was controlling the robot from another 

place. Indeed, comparing the two clusters of people (one 
group knowing the fact that a human can take the con-
trol of the communication and one group without having 
this information) the difference of the perception was not 
significant. As the voice of the robot is not “human”, the 
feeling of immersion is very high.

Our results showed the fundamental importance of social 
presence when it comes to the use of robots. Social Pres-
ence had a direct positive effect on Usefulness, Trust, and 
Emotional Appeal, and thereby indirect effects through 
all three paths on Intention to Use. Our results confirmed 
previous research done by several authors such as Pinillos 
et al. [39], Fridin and Belokopytov [14], and Heering et al. 
(2009, 2010). Separate analyses showed that Social Pres-
ence had no direct effect on Intention to Use (if added to 
the model depicted in Fig. 4, γ = 0.78, SE = 1.68, p = 0.64). 
Nonetheless, the total standardized indirect effect of Social 
Presence (using MPlus’ INDIRECT method, based on 1000 
bootstrapped model) of 0.811 (95% CI = [0.672, 0.962]) was 
large and significant.

Our results also confirmed several previous research find-
ings (e.g. [14, 38] that had shown a positive relationship 
between Usefulness and Intention to Use. The relationship 
between Trust and Intention to Use also confirmed several 
prior research findings (e.g. [7, 14]. Finally, we observed the 
positive impact of the robot Emotional Appeal on the Inten-
tion to Use and at the same time the negative impact of the 
Fear of Robots. Therefore, our results confirmed previous 

Fig. 4  Results of the SEM 
analysis
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research done about these various relationships (e.g., [7, 23, 
30, 36], but did this in one unified model.

8  Limitations and Future Research

The study of robots, as well as the nature of the sort of 
experiments that must be conducted to test aspects of peo-
ple’s reactions to the technology, poses difficulties when 
engaging in such research. Very notably, despite the growing 
potential for robots in the workplace, service robots are still 
somewhat rare, which makes focused research efforts quite 
difficult. While the data and measures in this study are some-
what preliminary and would benefit from greater refinement, 
these limitations are necessary in early work on the effects 
of service robots in workplace settings, and particularly for 

the hospitality industry. Thus, we relied on a convenience 
sample to test our hypotheses.

Another limitation of our research effort is that aspects 
of the sample are fairly homogenous, which could limit the 
generalizability of our findings. In our sample, even though 
respondents ranged in age between 18 and 71, the average 
was 29 years old. It is possible that the younger nature of 
the sample yielded patterns that may not generalize to older 
or more diverse populations. Limitations in data collection 
(and in particular, the issues associated with power due to 
sample size) also prevented us from examining other poten-
tial explanatory factors, such as subjects’ experiences with 
technology, personality, and education, as well as potentially 
exploring in more depth the effects attributable to gender 
and age.

It would clearly be valuable for future research to test 
our model in different populations, and in particular in 

Table 3  Summary of findings and hypothesis tests

The bold values in Table 3 = when the hyp is significant

Hypothesis Prediction Empirical Findings Conclusion

Hypothesis 1 Social Presence has a positive effect on Usefulness γ = 0.57 Hypothesis Supported
SE = 0.16
p < .001

Hypothesis 2 Social Presence has a positive effect on Trust γ = 0.93 Hypothesis Supported
SE = 0.13
p < .001

Hypothesis 3 Social Presence has a positive effect on Emotional Appeal γ = 1.28 Hypothesis Supported
SE = 0.29
p < .001

Hypothesis 4 Aesthetic has a positive effect on Emotional Appeal γ = 0.16 Hypothesis not supported
SE = 0.16
Non-significant

Hypothesis 5 Trust has a positive effect on Usefulness γ = -0.13 Hypothesis not supported
SE = 0.14
Non-significant

Hypothesis 6 Trust has a positive effect on Emotional Appeal γ = − 0.61 Hypothesis not supported; Significant 
effect in opposite direction than was 
predicted

SE = 0.24
p < .01

Hypothesis 7 Usefulness has a positive effect on Intention to Use γ = 0.50 Hypothesis Supported
SE = 0.20
p < .05

Hypothesis 8 Trust has a positive effect on Intention to Use γ = 0.29 Hypothesis Supported
SE = 0.11
p < .01

Hypothesis 9 Emotional Appeal has a positive effect on Intention to Use γ = 0.45 Hypothesis Supported
SE = 0.10
p < .001

Hypothesis 10 Fear of Robots has a negative effect on Intention to Use γ = -0.11 Hypothesis Supported
SE = 0.07
p < .05
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samples of people who are older. It would also be valuable 
for future research to expand our model to consider other 
individual factors that may influence the reaction to and 
adoption of new technologies. For example, future research 
should use experimental designs and manipulate the level 
of key antecedents (such as social presence, usefulness, and 
emotional appeal) to allow stronger causal conclusions of 
their influences. Given the nascent stage of research into 
customers’ perceptions of and reactions to robots, it is not 
overly surprising that research employs surveys and observa-
tional studies. That said, we hope this study will encourage 
future research on this topic which will employ a variety of 
research methodologies to further build on our understand-
ing of service robots in hospitality.

We should also note that we observed that the respond-
ents were sometimes impressed by the technology itself and 
not only the “concierge-receptionist” aspect of the robot. 
While extensive evidence suggests that robots will become 
increasingly common, and they will be used in various set-
tings, they still represent a fairly novel technology. It is 
unclear if sustained interactions with the technology would 
necessarily yield the same findings once the novelty of the 
interactions has passed. Future research is thus needed in 
this area not just for the purpose of replication, but because 
the effects associated with the antecedents in our model may 
change as the presence of this sort of technology becomes 
more prevalent.

While the issues described above certainly may limit the 
confidence of the generalizability of our findings, they also 
present interesting questions for future research to pursue. 
Research on the effects of robots in hospitality is still in its 
early stages, and thus it is likely that research efforts like this 
one are bound to raise more questions than they can answer. 
Several questions have to be asked: How is our personal data 
used during (and after) our interaction with a robot? Does 
the robot have the authorization to record a situation or an 
interaction with a guest? Should robots be taxed? Will robots 
be used to save money by replacing humans, or will efficien-
cies gained through the use of robots lead to new as of yet 
unknown jobs designed to improve the consumer experi-
ence? There are many questions, and academic research is 
only starting to scratch the surface in terms of understanding 
the role and effects that robots will play in the future of the 
hospitality industry. Yet, even with answers to these specific 
questions as yet unknown, it is clear that the development of 
the next generation of service robot technologies will have a 
significant impact on the productivity of firms, on jobs, and 
on the customer experience.
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