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Abstract

In this article, we try to analyze the requirements of de-
velopmental processes from the perspective of their imple-
mentation in digital hardware. After recalling the motiva-
tions for such an implementation, we concentrate separately
on the two mechanisms (cellular division and cellular dif-
ferentiation) that are exploited by biological systems to re-
alize development. We then describe some of the current
and projected solutions to implement such mechanisms in
hardware, and conclude by analyzing the most interesting
features of developmental approaches.

1 Introduction

The majority of living beings, with the exception of uni-
cellular organisms like viruses and bacteria, share a com-
mon multicellular organization: the organism is divided
into a finite number of cells, each realizing a single func-
tion (skin, neuron, muscle, etc.).

Outstanding examples of massive parallelism, these or-
ganisms are not designed in their final shape (as opposed to
fully engineered electronic circuits), but rather go through
a process, alternatively called development, ontogenesis,
growth, or morphogenesis (terms often used interchange-
ably, even if differences do exist in biological terms) that
continually alters their structure throughout their lifetime.

This process, which not only allows organisms to de-
velop from a single initial cell (the zygote) to a fully-grown
individual, but also provides mechanisms that let the or-
ganism survive considerable amounts of damage (illness,
wounds, etc.), relies essentially on two mechanisms:

• Cellular division is the process through which each
cell achieves its duplication. During this phase, a cell
copies its genetic material (i.e. the genome) and splits
into two identical daughter cells.

• Cellular differentiationdefines which function a cell
has to realize. This specialization, which essentially
depends of the cell’s position in the organism, is ob-
tained through the expression of a part of the genome.

In this article, we shall try to justify the need for the
implementation of development in electronic circuits, and
to analyze, through some examples, the general require-
ments of developmental mechanisms in hardware, touching
on their advantages/disadvantages. In particular, we shall
consider development from the standpoint of its implemen-
tation in digital hardware, rather than biological plausibility.
This approach has several consequences on the solutions
proposed, as mechanisms that are biologically plausible are
not necessarily well-adapted to electronic hardware: the de-
velopmental process in biology exploits heavily the chem-
istry and physics of carbon-based organisms, and a digital
hardware implementation should exploit just as heavily the
chemistry and physics of silicon-based systems.

2 Motivations

It is often difficult to justify the need for adding a devel-
opmental process to the design of digital circuits. Mainly,
this difficulty is engendered by the important overhead im-
posed by the hardware that needs to be included to realize
such a process. The overhead, in turn, is caused by the lack
of versatility of silicon, which hampers all kinds of adaptive
processes (in fact, this observation holds true for all kinds of
bio-inspired processes, which rely heavily on adaptation).
Also, the advantages of such a process for “conventional”
applications are very slight, if they exist at all.

Nevertheless, research on development in silicon re-
mains useful, as areas of application that can benefit from
such mechanisms do exist. In this article, we shall analyze
three areas in particular: adaptive systems, such as neural
networks; molecular systems, i.e., systems that will exploit
molecular-level technologies such as nanotechnologies; and
reliable systems, i.e., systems that require fault tolerance.
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2.1 Adaptive systems

Probably the most evident application of developmental
approaches to machines lies within the domain of adaptive
systems. This very general term is used to denominate all
those systems, mechanical as well as electronic, that some-
how alter their operation to fit their environment in way that
cannot be predicted at design time.

Even if adaptation has been studied forstructuralmod-
ifications of a machine (e.g., for space exploration [13]),
technological issues have steered interest towards the adap-
tation of the electronic components only. In particular, the
most common field of application for adaptive approaches
is in control systems, which have to react to ana priori un-
known environments, normally embodied within a robot.

Typically implemented with neural networks (special
cases of multi-cellular system where each cell is a neuron-
like element), this kind of adaptive systems can exploit a
developmental approach to address several issues:

• Genotype-phenotype mapping. It is common knowl-
edge that the information stored in the genome is not
sufficient to completely define the structure of the neu-
ral network of a biological organism. Current re-
search suggests that the genotype codesinstructions
on how the neural network should grow, and that the
environment intervenes to handle the details of its fi-
nal structure. This concept has been applied with
success to the development of artificial neural net-
works [24, 35, 41], particularly in view of applying
evolutionary mechanisms to their design: the complex
genotype-to-phenotype mappings allowed by these ap-
proaches imply a drastic reduction of the size of the
genome, with a consequent increase in its evolvability.

• Structural adaptation. Networks that adapt or self-
organize structurally to the environment (e.g., [16, 37,
39]) by adding and removing neurons and connections
in the system exploit mechanisms that are similar to
those used in the growth of an organism. A develop-
mental mechanism implies the presence, for example,
of a mechanism for cell creation, clearly a requirement
for structural adaptation, and thus can greatly simplify
the design of structure-adaptable systems.

• Environmental adaptation. An interesting, but little-
exploited aspect of the developmental process of com-
plex organisms is the impact that the environment has
on the growth of an individual. Most adaptive systems,
and indeed most developmental approaches, assume
that the environment has an impact on the organism
only in its adult form. Environment-directed develop-
ment, almost ignored as a field of research [49, 50],
represents one of our current research directions.

To summarize, developmental approaches have been ap-
plied to neural networks for a long time (see, for exam-
ple, [1, 12]), and their efficiency has been proven, par-
ticularly whenever evolutionary approaches have been ex-
ploited [7, 10, 23, 34, 51]. Moreover, the same mechanisms
that are implied in a developmental process can greatly im-
prove the performance of a neural network by allowing it to
alter its own structure in response to external stimuli.

2.2 Molecular systems

It is not yet clear which technology shall replace sili-
con. That one such technology is required in the search for
ever-increasing performance is more or less universally ac-
cepted, and the most promising candidate today seems to be
the field known as nanotechnology [8]. Even should a dif-
ferent technology take the lead, some consensus seems to
have been reached on at least some of the features of future
hardware. These features imply two consequences:

• Conventional design methodologies will no longer be
adequate. Circuits will be built at the molecular scale,
implying a density of computational elements so great
that it will become impossible to fully design a system
(incidentally, hardware overhead will disappear as an
issue for nanocircuits). Self-organization techniques
similar to the development of biological organisms are
of great interest in this context, as they can poten-
tially allow the specification of highly complex phe-
notypes though simple genotypes. Coded genotype-
to-phenotype mapping is then a key issue for the im-
plementation of development in computing systems.

• It will be impossible to design defect-free circuits. The
development of defect-tolerant architectures is rapidly
becoming a focus of interest for nanotechnologies [19,
21, 33], and is indeed one of the main thrusts of our
own research [45]. Developmental processes, with
their gradual occupation of a circuit through growth,
allow the system to explore the hardware before it is
used and to detect and avoid eventual faults. Gradual
expansion through growth is then an important feature
for systems implemented on defective hardware.

2.3 Reliable systems

The lack of reliability of conventional computing sys-
tems is a well-known issue in the world of computer de-
sign. Not extremely important for day-to-day applications,
reliability, or fault tolerance to use another common term,
is a key factor in what are usually called ”mission-critical”
systems, i.e., systems that cannot crash without major con-
sequences (some well-known examples are automotive, air-
plane, and space control systems).

2



The increase in complexity of the electronic circuits used
in these applications increases the probability of faults, an
issue that is bringing to the forefront the problem not only
of testing the correctness of circuits, but also of designing
circuits resistant to faulty components. Biological systems
are astounding examples of complex fault-tolerant systems,
and can be of great interest in the development of novel self-
test and self-repair approaches.

Self-test in biological organisms is a highly complex hi-
erarchical system, which is inspiring research on fault de-
tection at several levels (see, for example, [3, 4]). More
importantly for the topic of this paper, self-repair in bio-
logical organisms is also a highly complex hierarchical sys-
tem, based, to a large extent, on the replacement of dead
cells with new, functionally identical ones: in a multicellu-
lar organism, each cell contains the whole of the organism’s
genetic material (i.e. the genome) and is therefore “univer-
sal”, i.e. potentially capable of replacing any other cell (in
reality, only a minority of cells, the so-calledstem cells[36]
retain this capability in full, but every organism retains a
number of these cells throughout its lifetime). In presence
of a physical degradation, each living organism is then po-
tentially capable of self-repair (i.e., through cicatrization).

The replacement of non-functional units by identical
spare units is far from novel in the world of fault-tolerant
systems [32]. However, the vast majority of such systems,
based on a centralized controller to oversee the reconfig-
uration process, are not capable ofpreserving correctness
through reconfiguration, i.e., the process implies a re-start
of the system, which might well not be acceptable in a
mission-critical application, and definitely is not in an adap-
tive system, where the learned information would be lost.

We have shown in the past [28, 29] that the bio-inspired
concept of storing a complete copy of the genome in each
cell proves to be very useful when a reconfiguration mecha-
nism has to be implemented (see figure 1). But another key
observation to arise from our research is that, in artificial
as in biological organisms,fault tolerance exploits many of
the same mechanisms as development. For example, new
cells required to replace dead ones are created in almost ex-
actly the same way as new cells required for the growth of
the organism. Moreover, a very pragmatic analogy can also
be made between the biological mechanism of cell death
(apoptosis) and the cell deactivation mechanism required
for reconfiguration: even if not very biologically plausible
(apoptosis is not related to cicatrization in any meaningful
way in biology), these mechanisms share similar effects, as
in both cases cells have to be removed from the organism.

This observation adds value to the conception of devel-
opmental approaches, which will then not only allow adapt-
ability via structural dynamics and self-organization in de-
fective milieus, but also provide mechanisms to automati-
cally increase the reliability of computing systems.

Figure 1. Self-repair through reconfiguration.
Each cell contains the entire genome, but ex-
presses only one gene (A to F) depending on
its position (coordinates).

3 Cellular division

As mentioned in the introduction, the development pro-
cess of biological organisms exploits essentially two mech-
anisms: cellular differentiation and cellular division.

Of these two mechanisms, the most difficult to imple-
ment in silicon-based systems is undoubtedly cellular di-
vision. In biological organisms, in fact, this feature im-
plies the formation of new physical entities (cells). Such
manipulation of the material substrate is not possible in to-
day’s electronic circuits (though it might be in the future!),
which cannot be physically altered after fabrication. Luck-
ily for bio-inspired research, programmable logic devices
(FPGAs) [42, 47] can be used to approximate this process
by allowing the manipulation not of the physical substrate,
but of thelogical structureof a circuit.

Even within this limitation, cellular division is far from
simple, and very few approaches have actually been imple-
mented in hardware. Several cellular division mechanisms
have been proposed throughout the history of computing,
but almost without exception they areimplicit: the mecha-
nism is simply seen as the support that allows development,
and it is assumed possible to create new cells in the organ-
ism without addressing the actual implementation of such a
process, focusing rather on realizing cellular differentiation
mechanisms.
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Nevertheless, several approaches do address the issue of
cellular division as separate from differentiation. Usually
(but not always), these approaches deal directly with the
phenomenon ofself-replication, that is, the capability of a
machine to produce a copy of itself, with development of
neural networks, or else with themorphogenesisof an ar-
tificial organism, that is, with the development of itsform,
rather than that of itsfunction. In the next subsections, we
will present these approaches under three categories:self-
replicating, neural, andmorphologicalapproaches, keeping
in mind that only in very rare cases have these approaches
been implemented in hardware.

We shall then present in a separate section one of our
main research projects,Embryonics. This approach will be
treated separately not only because it does not neatly fit into
one of the two categories, but also because it is, to the best
of our knowledge, the only project that has been trying to
explicitly address the problem of implementing a cellular
division mechanism in digital circuits using a bottom-up ap-
proach, that is, by trying to apply developmental principles
to more or less conventional computing architectures.

3.1 Self-replicating approaches

Historically, the first research on self-replication of com-
puting machines can be dated to von Neumann’s design of
his Universal Constructor[52]. This machine (figure 2),
implemented as a cellular automaton [5], has many of the
features now considered essential in the replication of cells
(remember that von Neumann had no knowledge of the
structure of DNA, discovered only years later).

Viewed as a uni-cellular organism, in fact, the construc-
tor relies on the presence of a linear description of itself (the
genome) which is firstinterpretedto build a copy of the ma-
chine, and thenread to duplicate the genetic information.

Von Neumann’s Universal constructor, however, is an
extremely complex machine, too large for a hardware re-
alization to be effective. This complexity is essentially due
to the machine’s ability to constructany other machine, if
supplied with its description. It was in order to study self-
replication as a separate, simpler process that Langton [26]
designed hisself-replicating loop, breathing new air into re-
search on the self-replication of machines. In the years fol-
lowing Langton’s seminal work, other researchers gradually
modified the initial loop to compensate for its weaknesses
(its size [40], its lack of functionality [44], its fragility, etc.)
so that today we can safely say that the self-replication of
computing machines in cellular automata is indeed possible.

While not strictly limited to cellular automata imple-
mentations, self-replicating approaches have for the most
part exploited this environment. CAs, unfortunately, are
extremely ill-adapted for a hardware implementation, un-
less they are conceived from the start with this goal in

Figure 2. Self-replication of a universal com-
puter in Von Neumann’s approach.

mind, as we are currently doing in our Embryonics project
(see below). They are worth mentioning in the context of
cellular division because the approaches we described set,
within their limitations, cellular division as their main thrust
(which is often not the case, for example, for several of the
approaches described below). However, their translation
into hardware is far from simple, and alternative approaches
have proven more efficient from this point of view.

3.2 Neural approaches

Among the most common approaches to the implemen-
tation of developmental mechanisms in neural networks are
grammar-based systems. Often based on L-systems [27],
initially proposed as a model for plant development, these
approaches use sets ofproduction rules iteratively ap-
plied to develop complex structures starting from an initial
”seed”. The main advantage of this kind of coding is, of
course, the dramatic reduction of the size of the genotype,
which has to encode the construction rules rather the final
structure of the organism [18].

The applications of developmental systems to neural net-
works are too numerous to be comprehensively listed here.
They are often applied to the development of the initial
structure of neural networks [1, 7, 10, 34], and do not,
strictly speaking, exploit differentiation as all the neural el-
ements of the system are generally structurally identical.

Of particular interest [49, 50], in our opinion, are sys-
tems that couple a grammar-based developmental mecha-
nism with an environmental influence. That is, the final
structure of the organism results from a combination of ge-
netic information and of environmental factors.

From our viewpoint, the main weakness of these ap-
proaches is the fact that the substrate in which they operate
is often unspecified: the algorithms for development call for
the creation and destruction of neural cells and of connec-
tions, but they rarely go beyond simulations into the details
of the implementation of such systems in silicon.
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3.3 Morphological approaches

Another interesting field of application for developmen-
tal approaches has traditionally been the development of
what are generally calledanimats, that is, robots whose
structure and behavior are inspired by those of biological
organisms. In these systems, the morphology of the ma-
chine can have an important impact on its performance and
some very interesting work has been done on machines that
develop inshapeas well as in function [2, 7, 11, 20, 22, 43].

As for neural approaches, morphological approaches
tend to ignore the implementation issues, although they are
perhaps more justified in doing so, considering the milieu
in which morphological development occurs: whereas pro-
grammable logic has made possible the implementation of
electronic circuits that are capable of adaptation to a cer-
tain degree, the transposition of such dynamics to building
materials is not yet feasible.

3.4 The Embryonics approach

The main goal of the Embryonics (embryonic electron-
ics) project [29, 31, 45] is to implement, in an integrated
circuit, a fault tolerant system inspired by the development
of multi-cellular organisms. In a sense, it is the only ef-
fort (to our knowledge) to implement in hardware a cellu-
lar division mechanism with an emphasis not so much on
biological plausibility, but rather on electronic efficiency.
Some recently published work does introduce developmen-
tal hardware [9, 17], but without addressing cellular divi-
sion, supposing that cells are available when needed.

In Embryonics systems (figure 3), an artificial organism
(ORG) is realized a set ofcells, distributed at the nodes of a
regular two-dimensional array. Each cell contains a small
processor coupled with a memory used to store the pro-
gram (identical for all the cells) that represents the organ-
ism’s genome. In the organism, each cell realizes a unique
function, defined by a sub-program called thegene, which
is a part of the genome. The gene to be executed in a cell
is selected depending on the cell’s position, defined by a set
of X andY coordinates. In figure 3, the genes are labelled
A to F for coordinates(X, Y ) = (1, 1) to (X, Y ) = (3, 2).

Development in Embryonics occurs through a process of
self-replication. In fact, there are two self-replication mech-
anisms in our systems. The first kind is that of the organism:
an artificial organism can replicate itself if there is enough
free space in the array (at least six cells in figure 3) to con-
tain the new daughter organism: as each cell is configured
with the same information (the genome), a cycle in the co-
ordinate pattern (e.g.,Y = 1 → 2 → 1 → 2) causes the
repetition of the same pattern of genes and thus, in a suffi-
ciently large array, the self-replication of the organism for
any number of specimens in theX and/or theY axes.
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Figure 3. Self-replication of a 6-cell organism
in a limited homogeneous array. Only the ex-
pressed gene is shown in each cell.

In Embryonics, however, there is a second replication
process, which corresponds to the cellular division process
in biological entities, used to put in place the initial array of
cells that will then be differentiated to obtain the organism.

The need to build cells of different size and structure de-
pending on the application naturally led to the use of pro-
grammable logic. Practical considerations then led us to
develop our own FPGA, incorporating features dedicated
to the realization of cellular development. Each of the
computational elements of our FPGA can then be seen as
molecules, assembled in a precise configuration to form a
cell. As all cells are identical, the development process
is analogous to the replication of this configuration for as
many times as there are cells in the organism.

Embryonics implements this process in two phases: a
structural phase, where a “skeleton” is created in order to
divide the physical space into a groups of molecules (empty
cells), and aconfigurationphase, where the configuration is
sent in parallel into all the empty cells.

The structural phase is implemented by a small cel-
lular automaton (CA) [6], placed in the spaces between
the molecules (figure 4), capable of transforming a one-
dimensional string of states (a configuration bitstream) into
a two-dimensional structure (the blocks that will host the
cells). Given an appropriate sequence of states, the CA
will partition the array into identical blocks of variable size,
defining a “skeleton” that can be seen as themembranesof
the artificial cells. Once the membrane is in place, the sec-
ond part of the cellular self-replication begins: a bitstream
containing the genome is sent to all the blocks in parallel
(figure 4), automatically creating multiple copies of the
same artificial cell. At the end of this phase, the coordinate-
based differentiation mechanism (see next section) defines
the structure of the organism.
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Figure 4. First, an input sequence is sent to the CA (represented by the diamond-shaped elements)
to set up the cells’ membrane. Then, the genome is sent in parallel to each cell in the organism.

Of course, this replication process is quite different from
real cellular division, even within the limitations imposed
by silicon, as all cells are created in parallel. To ameliorate
our approach, we are currently developing a set of mech-
anisms [30, 38], designed to be integrated with Embryon-
ics but much closer to biological cellular division in the
sense that the system will begin operating from a single
cell, which will autonomously launch the self-replication
process and create a copy of itself, which will then itself
replicate, and so on until the complete organism is in place.

4 Cellular differentiation

Cellular differentiation is a mechanism very closely tied
in, of course, with cellular division: in a biological organ-
ism, once the cells have divided, they specialize to realize a
specific task (skin cell, liver cell, neurons, etc.). The differ-
entiation mechanism in nature is then based on the creation
of new, specialized cells, whose structure is adapted to their
task, and thus implies cellular division. As we have seen,
however, in electronics the creation of cells is not yet fea-
sible, and most approaches to cellular division suppose that
the cells that will compose the final organism are already
physically present, but are inactive until required: if a sur-
face of totipotent cells is provided, cellular differentiation
can be implemented by selecting which part of the genetic
information will be activated in each cell.

With this assumption, the developmental process can ac-
tually be seen as based essentially on differentiation, more
or less independently of a ”true” cellular division: the in-
active stem cells are activated, and a differentiation mecha-
nism selects their function, usually depending on their sur-
roundings (their physical position among the other cells).

In general, differentiation can be implemented accord-
ing to two kinds of approaches:genetic approaches, where
the information required for the construction of the organ-

ism is fully contained in the genome, andenvironmental
approaches, where development is at least partially influ-
enced by the environment. Each of these approaches has its
own strengths and weaknesses, as detailed in the next sub-
sections. In general, however, differentiation requires some
sort of positional information for the cell (even if the cell’s
identification need not be unique), so that it can identify its
role within the organism and specialize accordingly.

Even within systems based on the activation/deactivation
of cells (rather than on their creation and destruction), how-
ever, the dynamics of the system introduce considerable
problems with respect to a hardware implementation, prob-
lems that do not appear in simulation. To cite only the most
flagrant, whenever a new cell appears (and unless all inter-
actions are local, in which case other serious problems are
introduced) it has to be somehow connected to the rest of
the organism. In programmable logic, connections are tra-
ditionally the most complex and fragile part of a system,
and in fact the development of a truly dynamic connection
network is extremely costly in conventional FPGAs.

Addressing this issue is one of the main goals of
the circuit we are developing within the POEtic project
(http://www.poetictissue.org), funded by the EC in cooper-
ation with several research groups throughout Europe [46,
48]. The goal of the project is the fabrication of a pro-
grammable logic device dedicated to the implementation
of digital bio-inspired systems. Together with features de-
signed specifically for evolution and/or learning, it contains
some circuitry dedicated to simplify the task of designing
developmental systems. In particular, to address the con-
nection issue, it contains a fully dynamic autonomous rout-
ing network [references will be available for the final ver-
sion] that can automatically handle intercellular communi-
cation, without need to specify at design time the connec-
tion paths. Allowing newly created cells to be seamlessly
integrated within an existing network, it will be invaluable
for the implementation of developmental mechanisms.
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Figure 5. Example of a coordinate-based system that places four cells of two different types (C6 and
C10) in a 5x3 array according to a predetermined differentiation pattern to implement a timer.

The self-routing mechanism, moreover, has the addi-
tional benefit of simplifyingother processes, such as self-
repair through reconfiguration (where a defective cell is
killed and replaced by a spare stem cell) and structural adap-
tation (where connections between cells are dynamically al-
tered during the lifetime of the organism). Considering how
these mechanisms, even in biology, are similar to those used
in development, this result is not surprising, but is neverthe-
less of great interest for the design of bio-inspired hardware.

4.1 Genome-based systems

Probably the simplest approach to the study of differen-
tiation in artificial organisms is to code within the genome
the information required for the construction of the organ-
ism, defining not only its general structure, but its internal
composition as well. The basis of this kind of approach is
the presence of different cell types and of an algorithm that
selects the type of each newly created cell in the system.

Systems that rely on this approach [11, 10, 41] have been
used to develop very interesting structures using some rea-
sonably bio-plausible approaches. It should however be
noted that this research has been carried out specifically
with the goal of defining (and eventually evolving) complex
structures insimulation. This observation is fundamental,
because it could very well be argued thata genome-based
differentiation mechanism in hardware would be extremely
inefficient. The hardware overhead implicit in these ap-
proaches would in fact be considerable, and cannot really
be justified: the algorithm could just as easily be used at de-
sign time, the hardware implementation being reserved for
the adult organism only.

In a sense, our Embryonics systems are genome-based:
once an algorithm has defined the differentiation pattern to
be realized within the organism, themost efficienthardware
realization of differentiation is a simple coordinate system
(figure 5), assigning a function to each cell depending on
its spatial position (see subsection 3.4). We argue that such
a system suffices to realize in hardware any genome-based
differentiation algorithm with a minimal overhead.

4.2 Environment-aware systems

The development of biological organisms, with few ex-
ceptions (such as the nematode wormC.Elegans), is in-
fluenced by the environment from its earliest stages. This
impact has been recognized in developmental approaches
applied to neural networks [49, 50, 51], but never, to our
knowledge, to systems that implement differentiation mech-
anisms (the few possible exceptions, e.g. [25], do not deal
with hardware implementations).

Exploiting the features of the POEtic tissue, we are at-
tempting to exploit the interaction between the environment
and the developmental process to design systems that are
capable of adapting not only their physical structure, but
also theirfunctional structureto their environment. For ex-
ample, a ”conventional” protein gradient approach could be
made aware of the environment simply by placing the dif-
fusers at the interface with the outside world, that is, on the
I/O ports of the circuit (figure 6). In this example, the in-
formation provided by this mechanism allows the creation
of paths leading from the functional cells (the four digits of
the timer) to the I/O pins of the circuit, and from there to
the external units of the system (clock generator, displays).

This very basic mechanism can be used to introduce non-
determinism in the development of an artificial organism, a
fundamental feature for biological plausibility (two individ-
uals with the same genetic material will not be identical in
their adult phase). This non-determinism implies that the
circuit can adapt itself to the environment: for example, in
figure 6 the same organism can structure itself differently
depending on the placement of the I/O ports.

Environment-aware systems are then much more versa-
tile (and interesting!) than genome-based approaches. This
versatility, however, comes at a price, as the mechanisms
involved are hardware-intensive and, in a way, difficult to
exploit. In general, conventional applications do not justify
such a price. This feature, however, can have a vital role
in highly adaptive systems, such as, for example,modular
robotics, where identical entities can realize different func-
tions depending on their placement within the organism.
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Figure 6. Example of a gradient-based system that places four cells of two different types (C6 and
C10) in a 5x3 array according to an environment-directed differentiation pattern to implement a timer.
Depending on the position of the diffusers (I/O ports), the position of the cells changes.

5 Analysis

The far from exhaustive analysis of developmental ap-
proaches in electronics contained in this articleshould be
sufficient to outline the most important problem that this
kind of research has to face: development is based on a on
a process of physical growth, in which new cells are created
and destroyed according to algorithm which is partly ge-
netic and partly influenced by the environment. Moreover,
the cells that are created or destroyed can have varying sizes
and functions, depending on the organism’s task.

Unfortunately, this kind of physical dynamics cannot be
directly implemented in silicon, which is in fact a material
very ill-suited to adaptive systems. Programmable logic can
in part solve the problem, but the implementation of cell
division and differentiation on this kind of substrate intro-
duces several practical issues. Developmental approaches
have thus been realized almost exclusively in simulation.

It is obvious that simulation allows a versatility not pos-
sible in hardware, and this versatility has been exploited to
implement severalbiologically-plausibleapproaches. It re-
mains in our opinion not proven that such mechanisms can
indeed be useful for the design of electronic circuits: bi-
ological development and the mechanisms it exploits are
deeply entwined with the physics and the chemistry of
carbon-based entities, while electronics rely on very dif-
ferent rules. We believe that this crucial difference justi-
fies abottom-upapproach that applies developmental mech-
anisms to ”conventional” architectures, shifting the focus
from biological plausibility (without, of course, ignoring it)
to electronic efficiency. Once an efficient basis has been es-

tablished, it can then be altered to integrate more complex
models: this is the core of the Embryonics approach.

In searching for solutions to the problems of implement-
ing development in a digital circuit, we came to the conclu-
sion that conventional programmable logic cannot realize
this kind of systems efficiently. We then resorted to design-
ing our own programmable logic device, which integrates
features dedicated exclusively to development. Even with
this support, we could only realize systems that hardly re-
semble ”true” cellular development.

To advance toward more powerful and versatile systems,
we are currently integrating the Embryonics approach with
more complex mechanisms. On one hand, we are work-
ing onautonomous cellular replication, opening the way to
systems that consist not of identical cells, but of cells whose
structure is determined during the growth of the organism.
On the other hand, we are developing anovel programmable
logic substrate(the POEtic tissue) with features that will al-
low us to create dynamic systems that can adapt much more
efficiently than conventional circuits.

The goal of our research is to realizeefficientelectronic
devices that exploit development to implement some of the
most interesting features of multicellular organisms:

• devices that can self-organize, to exploit the possibili-
ties offered by molecular-scale electronics;

• devices that can operate on defective substratesby ex-
ploring the space where development will occur and
by avoiding faulty areas of the circuit;

• devices that are fault tolerant, using spare stem cells
to preserve functionality on faulty hardware;
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• devices that can adapt to the environmentto a much
greater degree than currently possible, by using envi-
ronmental information from the very start of their de-
velopment, allowing circuits to structure themselves to
best perform their function;

• devices that can evolvemore easily than today’s sys-
tems, by providing complex genotype to phenotype
mappings that encode structural information as con-
structive algorithms, rather than as descriptions of the
fully grown adult.

In our opinion, significant advances in all of these areas
are required before many of the promises of bio-inspired
systems (to mention but one, their use in space explo-
ration [13, 15, 14]) can become realities. Development is
a key factor for achieving these results, and should rightly
be placed alongside evolution and adaptation as one of the
main axes of bio-inspiration in the design of computing ma-
chines. One possible approach to the design of such sys-
tems is to investigate in depth the biological mechanisms
involved, trying then to adapt them to silicon. In this article,
we tried to show that asecondapproach exists: applying de-
velopmental mechanisms to existing, and proven, hardware
architectures, so as to more directly exploit the properties of
silicon-based technology.
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