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Abstract—To overcome the multipath interference in locating 
transient electromagnetic (EM) radiation sources in an indoor 
environment, we propose a criterion that calculates the 
correlation between back-propagated signals from observation 
points, to be used in Electromagnetic Time Reversal (EMTR) 
algorithms. The method introduced in this paper has three main 
advantages with respect to classical methods that use full-wave 
simulations and other criteria, such as maximum field strength. 
First, compared with full-wave techniques in the 
back-propagation phase, the proposed correlation-based method 
utilizes approximated transfer functions from the Ray Tracing 
technique, which can improve the computation efficiency. Second, 
an inverted-loss model is used for the back-propagation, which 
could reduce the localization error caused by multipath effects 
due to signal attenuation and time delay. Third, the proposed 
correlation criterion has weak correlation with the source 
characteristics, which makes it applicable to the localization in 
indoor reflective environments with only two observation points. 
Several numerical simulations are carried out to assess the 
performance of the proposed method. The results indicate that the 
proposed correlation-based EMTR technique is able to locate 
radiation sources accurately and efficiently in indoor reflective 
environments. 

Index Terms—transient electromagnetic radiation sources; 
indoor environment; Electromagnetic Time Reversal; correlation; 
Ray Tracing technique. 
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NOMENCLATURE 
Variables: 

E Electric field 
TRE Time-reversed electric field 

G Transfer function 
cov  Covariance 
Var Variance 

h Impulse response 
Γ Reflection coefficient 

K , κ  Proportion coefficient related to impulse 
response 

µ  Mean value 
Ψ Bessel function 

Parameters: 
sr Position of source 

xr
Position of observation point x, x being a positive 

integer 
or Position of guessed source 
f Frequency 
S Source signal 
θ  Reflection angle 
n Reflection order 
k Wave number 
d Distance between source and receiver 

nd Distance between receiver and n-th image of 
source 

l , 0l , 1l ,
2l , rl , tl

Horizontal or vertical distance defined in Fig. 6 

0f Center frequency 

τ  Parameters that regulate the bandwidth of the 
signal 

0A Amplitude of signal 
ϕ  Phase 
c  Speed of light 
σ  Electrical conductivity 

rε  Relative dielectric constant 
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I. INTRODUCTION

he localization of EM radiation sources in a medium 
involving multipath propagation is a challenging task, 

essentially because of the interference at the receivers caused 
by the path-overlap phenomenon [1-2]. In certain applications, 
such as the indoor localization based on UWB (ultra wide-band) 
systems [3-5], EM waves traveling between nodes experience 
multiple reflections which affect the received signals and 
decrease the location accuracy. Due to reflections, the received 
signal contains not only the line-of-sight (LOS) wave but also 
the reflected components (Non-line-of-sight, NLOS) [6], 
resulting in multiple ‘ghost’ sources. Table I presents a 
qualitative comparison of the conventional passive localization 
methods used in indoor environments [7]. As Table I shows, the 
accuracy of the first four methods requires the existence of the 
LOS wave. When the LOS wave is disturbed by the multipath 
effects, the accuracy of these methods is significantly reduced. 
Moreover, the number of observation points required by these 
methods is more than three in a 2-D location. The accuracy of 
the fingerprint method depends on the source characteristics, 
which are unknown in most application scenarios [8]. The 
proximity method usually makes use of a large number of 
observation points [9]. The presented comparison in Table I 
highlights the need of enhanced localization techniques in 
multipath environments, whose performance is independent of 
the source characteristics and requires a minimal number of 
measuring points. 

TABLE I 
PERFORMANCE COMPARISON OF CONVENTIONAL INDOOR LOCALIZATION 

METHODS  

Method 

Time 
Synchroni-

zation 
Requireme-

nt 

Can be used 
in NLOS 

Environme-
nt 

Related to 
Source 

Characteris
-tic

Minimum 
Number of 
Measuring 
Points (2-D 
Localizatio-

n) 
Received 
Signal 
Strength [7] 

Low No No 3 

Time of 
Arrival [7] High No No 3 

Time 
Difference 
of Arrival 
[7] 

High No No 3 

Angle of 
Arrival [7] High No No 4 

Fingerprint 
[8] Low Yes Yes Database 

required 
Proximity 
[9] Low Yes No 2~∞ 

Some mitigation techniques for multipath interference have 
been proposed for many relatively simple applications [10-11].   
But inaccuracies are still observed when these techniques are 
used in some complex scenarios such as in environments 
without LOS wave [12-13]. By modeling propagation through 
walls and specular reflections in an enclosed room, Setlur et al. 
[14] derived a multipath model, which could effectively reduce
the number of false positives in the original beamformed image.
With the help of a known plan, Meissner et al. [15-16] achieved

accurate and robust anchor localization in an indoor 
environment by using reflected signal paths that have been 
mapped to virtual anchors. 

However, the localization accuracy of these methods is 
dependent upon the availability of a detailed EM propagation 
model and the advanced knowledge of the features of the 
source. For example, in order to locate mobile terminals using a 
single base station, Porretta et al. [17-18] proposed a novel 
algorithm that can perform well when operating in a 
microcellular environment with perfect channel-parameter 
estimation. Abbasi et al. [19] introduced an improved 
procedure in multipath environments by considering skewness 
as new statistical information, and they were able to effectively 
reduce the localization error. There is no doubt that a good EM 
propagation model representing accurately the reality helps to 
improve the localization accuracy. However, the computational 
efficiency would clearly decrease in turn [20]. In addition, the 
source signal is unknown in most cases, which would increase 
the difficulty of localization.   

Recently, the EMTR technique has attracted considerable 
attention in the field of active source and target localization 
[21-23]. It has been found that making use of the time-reversal 
(TR) invariance of Maxwell’s equations, the time reversed 
electromagnetic waves would undergo, in reverse, the same 
reflection, refraction and scattering processes as in the forward 
propagation, and refocus back to the original position of the 
radiation source. Different studies have shown the potential of 
EMTR to realize the focusing of waves inside metallic cavities 
such as reverberation environments by using the infinite 
number of reflections caused by highly reflective materials 
[24-25]. However, the effectiveness of the method to locate 
radiation sources in an indoor reflective environment 
(composed of ground, walls, etc.) has not been demonstrated, 
especially when only two observation points are available. 

In this paper, an EMTR technique based on the magnitude 
and phase correlation criteria is proposed to locate radiation 
sources in a reflective medium. The rest of the paper is 
organized as follows. Section II introduces the proposed 
method which is derived in the frequency domain. Section III 
establishes an equivalent propagation model, and the required 
transfer functions are approximated by combining geometric 
modeling and the Ray Tracing technique, in order to accelerate 
computation in the back-propagation step. In Section IV, the 
approach is tested with numerical simulations and the effects of 
influencing factors related to the spatial resolution are 
investigated. In Section V, the approach is validated in a full 
wave propagation environment implemented within CST 
Microwave Studio. Finally, conclusions are given in Section 
VI. 

II. CORRELATION-BASED CRITERION EMTR APPLIED TO 
SOURCE LOCALIZATION 

A. Basic Principle
In this section, an EMTR technique for source localization

using a correlation-based criterion is described in four steps, 
namely (i) measuring of the direct-time radiation, (ii) 

T 



3 

time-reversing the measured signals, (iii) back-injecting them 
into the medium by numerical simulations, and (iv) estimating 
the source position using the proposed correlation criterion.  
1) Radiation

Reflector

Reflector

Fig. 1. Propagation model in a multipath environment. 

Let us consider a transient radiation source located at a 
position sr in an indoor environment, as shown in Fig. 1. An 
array consisting of X sensors is set up in the far field region, at 
positions ( )1,2,3,...,xr x X= . In order to reduce the complexity 
in the derivation process caused by the convolution operation in 
the time domain, the method will be developed in the frequency 
domain. Therefore, the radiated electric field (E-field) at the 
observation point xr can be expressed as  

( ) ( ), , ( , , )s x s xE r r f S f G r r f= ⋅ (1) 

where ( )S f is the radiated signal with the frequency f

and ( , , )s xG r r f represents the transfer function between the 
source position and the considered observation point, which is 
affected by the multipath environment including losses, 
dispersion and time delay [26-27]. 
2) Time Reversal

According to the EMTR method, the electric field at the
observation point (given by (1)), is time reversed before being 
back-propagated. The time reversal corresponds to the complex 
conjugate operation in the frequency domain [28]. Thus, the 
time-reversed signal is given by 

( ) ( ), , ( , , )s x s xE r r f S f G r r f∗ ∗ ∗= ⋅  (2) 
3) Back Propagation

A characteristic of the classical time reversal technique is
that, although the phase of the time-reversed, back-propagated 
signal is the same as that of the input signal at the source 
position, its magnitude is modified by the square of the transfer 
function between the source and the sensor [29]. Usually, for a 
complex environment, the transfer function is characterized by 
a large number of peaks and nulls [30]. Thus, classical criteria 
such as the maximum signal energy or the maximum peak 
signal might fail to accurately locate the source [31].  

An inverted-loss back-propagation model was proposed in 
[32], which makes use of an inverted filter to equalize the 
propagation effects. Following the strict rule of time-reversal 
invariance, the model has been verified to compensate for the 
ground losses in lightning strike localization [32]. Similar to 
this inverted-loss model, in order to overcome the multipath 
effect including time delay, dispersion and amplitude 

attenuation, the time-reversed copy of the transfer function 
( , , )x oG r r f∗ between the observation point xr and a given 

guessed source position or is calculated by building the 
propagation model, and then the inverted-loss model is used in 
the back-propagation phase. Thus, the back-propagated field at 

or is expressed as 

( ) ( ) ( ), , ( , , ), ,
( , , ) ( , , )

s x s x
TR x o

x o x o

E r r f G r r fE r r f S f
G r r f G r r f

∗ ∗
∗

∗ ∗= = ⋅ (3) 

Alternatively, one can also follow Equation (4) below, which 
means that the time-reversed signal ( ), ,s xE r r f∗  is re-radiated 
to obtain the back-propagated field and then divided 
by 2( , , )x oG r r f  to compensate for the propagation effects. 

( ) 2
( ) ( , , ) ( , , ), ,

( , , )
s x x o

TR x o
x o

S f G r r f G r r fE r r f
G r r f

∗ ∗⋅ ⋅
= (4) 

4) Correlation Criterion

From Equation (3), the ratio ( , , )
( , , )

s x

x o

G r r f
G r r f

∗

∗
will become equal 

to 1 if o sr r= . In this case, (3) reduces to 
( ), , ( )TR x oE r r f S f∗=  (5) 

Equation (5) implies that the signals back-propagated by 
each transmitter will have similar characteristics to the incident 
waveform at the source position sr . If there are two transmitters 
at 1r and 2r , the back-propagated signals at the source position 

sr would be the same, namely 
( ) ( )1 2, , , , ( )TR s TR sE r r f E r r f S f∗= =  (6) 

Note that, in practice, some difference will exist due, for 
instance, to numerical effects and approximations in the 
propagation model. 

 In other words, by comparing the similarity of 
back-propagated signals from each transmitter in the target area, 
we can identify the position of the source.  

In order to quantify the similarity of back-propagated signals, 
we use the Pearson correlation coefficient, which has been 
verified to be an efficient tool to describe the linear correlative 
degree of two variables [33]. Its value ranges from -1 to +1. A 
correlation coefficient equal to 1 corresponds to a perfect 
positive correlation, while a value equal to −1 corresponds to a 
perfect negative correlation. In other words, the greater the 
absolute value of the correlation coefficient, the stronger the 
correlation and vice versa [34]. 

 Based on the analysis above, the back-propagated signals 
are almost same at the source position, which means that the 
value of the correlation coefficient calculated at that source 
position would be close to +1. In order to identify the source 
position, the values of the correlation coefficients are obtained, 
and then the point with the maximum value is identified as the 
source position. Therefore, the estimated source position is the 
position satisfying the following equation. 
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( ) ( )( )
( ) ( )( )

( )( ) ( )( )

1 2, , , ,

1 2

1 2

arg max

cov , , , , ,
arg max

Var , , Var , ,

TR o TR oo

o

estimated E r r f E r r fr

TR o TR o
r

TR o TR o

r

E r r f E r r f

E r r f E r r f

ρ=

 
 =
 ⋅ 

 (7) 

where ( ) ( )( )1 2cov , , , , ,TR o TR oE r r f E r r f represents the 

covariance between ( )1, ,TR oE r r f and ( )2 , ,TR oE r r f . 

( )( )1Var , ,TR oE r r f and ( )( )2Var , ,TR oE r r f are the variances of 

( )1, ,TR oE r r f and ( )2 , ,TR oE r r f , respectively [34]. 
Strictly speaking, the magnitude and the phase, which 

indicate the information of the signal, are related to the 
frequency, but independent of each other. From Equation (7), 
because the method is derived totally in the frequency domain, 
two types of correlation criteria based on either the magnitude 
or the phase of the back-propagated signals can be obtained, by 
calculating the coefficient of the magnitude in Equation (8) or 
the phase in Equation (9) of the back-propagated signals, 
respectively.  

( )
( ) ( )

1 2

1 2

cov ( ), ( )
arg max

Var ( ) Var ( )o

TR TR
estimated r

TR TR

E f E f
r

E f E f

 
 =
 ⋅ 

 (8) 

( )
( ) ( )

1 2

1 2

cov ( ), ( )
arg max

Var ( ) Var ( )o

TR TR
estimated r

TR TR

f f
r

f f

ϕ ϕ

ϕ ϕ

 
 =
 ⋅ 

(9) 

where 1( )TRE f , 2 ( )TRE f and 1( )TR fϕ , 2 ( )TR fϕ  are the magnitude 
and the phase of ( )1, ,TR oE r r f and ( )2 , ,TR oE r r f , respectively. 

Based on the above considerations, the proposed method for 
locating a transient radiation source can be summarized in the 
following steps: 

1) Record the radiation field signal ( ), ,s xE r r t generated by 
the transient radiation source at observation points 

( )1,2,3,...xr x = . sr  represents the source position. 

2) Time-reverse the signal, ( ), ,s xE r r T t− , and Fourier 

transform to obtain ( ), ,s xE r r f∗ . 
3) Build the propagation environment model and obtain the

transfer function ( ), ,x oG r r f  between each observation point 

and all guessed positions ( )1,2,3,...or o =  in the target area. 

Then calculate the conjugate functions ( ), ,x oG r r f∗ . 
4) Choose any two time reversal 

signals ( )1, ,sE r r f∗ , ( )2, ,sE r r f∗  at observation points 1r , 2r

and calculate the back-propagated signals 1( , , )TR oE r r f , 

2( , , )TR oE r r f at guessed position or as follows 

( ) ( ) 1 ( )
1 1 1 1( , , ) , , / , , = ( ) TRj f

TR o s o TRE r r f E r r f G r r f E f e ϕ∗ ∗= (10) 

( ) ( ) 2 ( )
2 2 2 2( , , ) , , / , , = ( ) TRj f

TR o s o TRE r r f E r r f G r r f E f e ϕ∗ ∗= (11) 
where 1( )TRE f , 2 ( )TRE f  and 1( )TR fϕ , 2 ( )TR fϕ  are the 
magnitude and the phase of ( )1, ,TR oE r r f  and ( )2 , ,TR oE r r f , 
respectively. 

5) Calculate the value of the Pearson correlation coefficient

using the magnitudes 1( )TRE f , 2 ( )TRE f  or the phases 1( )TR fϕ , 

2 ( )TR fϕ  at the guessed points or and pick up the point with the 
maximum value of the correlation coefficient, which 
corresponds to the source position. 

( )
( ) ( )

1 2

1 2

cov ( ), ( )
arg max

Var ( ) Var ( )o

TR TR
estimated r

TR TR

E f E f
r

E f E f

 
 =
 ⋅ 

 (12) 

( )
( ) ( )

1 2

1 2

cov ( ), ( )
arg max

Var ( ) Var ( )o

TR TR
estimated r

TR TR

f f
r

f f

ϕ ϕ

ϕ ϕ

 
 =
 ⋅ 

 (13) 

B. Numerical Simulation
In order to assess the performance of the proposed method, a

simple radiation model is considered within CST Microwave 
Studio (CST-MWS), which uses the finite integration 
technique in the time domain. Regarding the transient radiation 
source, a dipole is applied as the radiation antenna, which is 
placed at (0 m, 0 m) in Cartesian coordinates. Two dipoles P1, 
P2 as receiving antennas, are placed at positions (5 m, 0.4 m) 
and (6 m, -0.2 m), respectively. In order to build a multipath 
propagation environment, seventy-five perfect electrical 
conductivity (PEC) rods (0.1-m long and 0.04-m diameter) are 
set uniformly in the area [ ]1,4x ∈ and [ ]-0.4,0.4y ∈ between 
the radiation antenna and the receiving antennas. The schematic 
and CST implementation of the model are shown in Fig. 2 (a) 
and (b), respectively. 

Target Area

Source
Rod Array

P1

P2

(a) 

Source

P2

Rod Array

P1

(b) 
Fig. 2. The schematic (a) and CST model (b) of the considered configuration. 

A modulated Gaussian pulse is considered as the excitation: 
21

2
4 ( )

0 0( ) sin(2 )
t

s t A f t e
τ

π
τπ
−

−

= (14) 

where 0f  is the center frequency, 1τ and 2τ are the parameters 
that regulate the bandwidth of the signal, and 0A is the 
amplitude of the signal. It should be noted that the frequency 
range is set as 1GHz to 5GHz. As shown in Fig. 3, the signals 
received by the receiving antennas are different from the point 
of view of their amplitude and waveform. 
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Fig. 3. Signals received by the receiving antennas. The positions of P1 to P2 are 
shown in Fig. 2. 

The target area is chosen as [ ]-0.5,0.5x ∈ [ ]-0.5,0.5y ∈  in 
the z = 0 plane, meshed into multiple points with a spacing of 
0.1 m, which are treated as the guessed source positions for the 
calculations. The S12 parameters between the guessed source 
positions and the positions of receiving antennas, which are 
treated as transfer functions, are obtained based on the 
simulations. With the help of the Matrix Laboratory 
(MATLAB), we implemented the proposed method and 
evaluated the correlations at each point in the considered target 
area based on the steps mentioned before. The calculation 
frequency band was chosen to be the same as the frequency 
range of the excitation signal. Figs. 4(a) and 4(b) show the 
correlation coefficient distribution by using either the 
magnitude or the phase correlation criteria. The maximum 
coefficient identified by both criteria occurred at (1 m, 0.3 m), 
which corresponds to the position of the radiation source, 
represented by a black circle. 

(a)                                                            (b) 
Fig. 4. The correlation coefficient distribution. (a) Magnitude Correlation 
Criterion; (b) Phase Correlation Criterion. 

III. SIMPLIFIED PROPAGATION MODEL IN A REFLECTIVE
ENVIRONMENT 

The simulations presented in the previous section show that 
the EMTR technique with the correlation criterion can be 
deployed to locate sources in a multipath environment using 
CST-MWS full-wave simulations for the backward procedure. 
However, the use of a full-wave simulation tool is non-ergodic 
and can be costly in terms of computer resources and 
simulation time. Therefore, a simplified propagation model 
based on the ray-tracing method is presented in this section to 
efficiently calculate transfer functions as a function of the 
reflection coefficient at the walls of a model of an indoor 
environment. In the first subsection (III.A), expressions for the 
electric field in the frequency domain as a function of the 
reflection coefficient are derived using the ray tracing method. 
In the second subsection (III.B), approximate time domain 
expressions for the reflection coefficient, based on expressions 

in the literature, are derived. These time domain expressions 
will be numerically transformed into the frequency domain 
when we apply the simplified propagation model derived in this 
section to implement the proposed correlation-based technique 
in Section IV and V. 

A. Multipath Propagation Modeling
The analysis in Section II shows that obtaining the transfer

functions between the observation point and the given guessed 
source positions is important in the proposed criterion. The 
transfer functions can be determined in advance, either through 
experiments or full-wave numerical simulations. However, the 
process can be rather time-consuming and non-ergodic. To 
cope with these issues, approximate numerical simulations can 
be used to compute the transfer functions. Although the 
calculation is an approximation to the realistic electromagnetic 
wave propagation, the numerical method is widely accepted 
and validated when its application conditions are met. For 
example, based on the geometrical optics theory, the ray tracing 
method is frequently used to predict the impulse response of the 
radio channel in indoor environments [35-36]. 

PlateⅠ

PlateⅡ

Tx

Rx

X

Y

Z

h

Fig. 5. Parallel plate waveguide. LOS wave and multiple reflections are 
modeled by using the ray tracing technique. 

As a simplified example, the indoor environment can be 
treated as a parallel plate waveguide (PPW) with two plates 
around the source Tx and receiver Rx [24]. The example is 
considered to illustrate the approach. The plates are assumed to 
be made of the same material with a relative dielectric constant 

rε and an electrical conductivityσ . As shown in Fig. 5, the 
received signal results from the multiple reflections (shown in 
red in Fig. 5) off the two plates, along with the LOS wave, 
shown in green [37-38]. Note that the environment is treated 
here as a two-dimensional (2D) model, but the approach could 
be readily extended to the three-dimensional space (3D) by 
using the Tent law [39]. The length of the plates along the x and 
z axes is assumed to be infinite and the plate separation along 
the y axis is l0. It is reasonable to assume specular reflection for 
all the multiple reflections in such a scenario, because it is 
reasonable to assume l0 as being much larger than the 
wavelength of the signals [40]. Under that condition, the ray 
tracing approach, which is characterized by a good compromise 
between accuracy and ease of implementation, can be used to 
model the propagation process [41].  

Based on the image theory, all the rays coming from Tx, 
which would be received after being reflected by the surfaces, 
can be divided into the reflections from plate Ⅰ and the 
reflections from plate Ⅱ. Both cases follow common laws. Take 
the reflections coming from plate Ⅰ as an example. As illustrated 
in Fig. 6, Rays 1 and 2, come, respectively, from images 

1Tx and 2Tx as the first-order and second-order mirror source of 
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Tx, as viewed by the receiver Rx. 

X

Y

0l
tl

l
1d

2Tx

1Tx

Tx

2d

2θ 1θ

Rx

2l

1l
rl

1Ray2Ray

Fig. 6.  The physical configuration of a 2D indoor environment. 

The electric field arriving at the measuring point ( )totalE f is 
composed of LOS wave ( )DirectE f and reflected wave (NLOS 
paths) ( )ReflectedE f , 

( ) ( )+ ( )total Direct ReflectedE f E f E f= (15) 
For the LOS path, 

( )
( ) jkd

Direct

S f
E f e

d
−= (16) 

where ( )S f is the electric field from the source measured at 

the receiver, d is the distance between the source and the 
receiver and k is the wave number [32]. 

The overall NLOS wave can be expressed as 

( ) ( )
1

( ) n

N n jkd
Reflected n

n n

S f
E f e

d
θ −

=

= Γ  ∑ (17) 

where n is the order of the reflection, corresponding to the 
reflection coefficient ( )nθΓ with the reflection angle nθ . As 

shown in Fig. 6, nθ can be obtained by the triangle relationship 

arcsinn
n

l
d

θ
 

=  
 

(18) 

where l is the horizontal distance between the source and the 

receiver. Note that 2 2=n nd l l+ , where nl is the vertical

distance between the n-order image nTx and the receiver. Thus, 
nl can be calculated by the following equation:

( ) ( )( ) 0
01 1 1 2

n n
n t r

ll l l n l= − − + ⋅ − − − (19) 

where tl and rl are the distances between Tx and plate Ⅰ, and 
between Rx and plate Ⅰ, respectively. 

Therefore, the electric field at the receiver position can be 
expressed as: 

( ) ( )
0

( ) ( )+ ( )= n

N n jkd
total Direct Reflected n

n n

S f
E f E f E f e

d
θ −

=

 = Γ ∑  (20) 

From (19), ( )E f can be expressed as 

( ) ( ) ( ) ( )
0 0

cos sinN Nn nn n
total n n

n nn n

kd kdE f S f j
d d

θ θ
= =

     = ⋅ Γ − Γ      
∑ ∑  (21) 

Thus, the magnitude ( )totalE f  and phase ( )total fϕ  of the 

electric field can be expressed as follows: 

( ) ( ) ( )

( )
( ) ( ) ( ) ( )

1 2

1 2

1 2
1 1 2
2 1

2 2

0 0

2

2
0 0

cos sin
( )

2 cos

N Nn nn n
total n n

n nn n

n nn
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>

        = ⋅ Γ + Γ       
     

    Γ ⋅ Γ Γ      = ⋅ + ⋅ − 
⋅ 

 

∑ ∑

∑ ∑
(22) 
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0
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n
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n
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kd
d

f
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d

θ
ϕ

θ

=

=

Γ  
=

Γ  

∑

∑
(23) 

As can be seen from (22) and (23), the magnitude and phase 
of the electric field are expressed in terms of ( )nθΓ . In the next 
subsection, based on a time domain expression available in the 
literature, an approximate time domain expression ( )h t for the 

reflection coefficient ( )nθΓ  will be derived. As explained 
earlier, the approximate time domain expression will be 
converted into the frequency domain when the 
correlation-based EMTR method is applied in Section IV.  

B. Approximate Expression for the Reflection Coefficient in
the Time Domain

Fig. 7.  Incident and reflected plane wave field in lossy half space. 

As shown in Fig. 7, when either a vertically or a horizontally 
polarized incident plane wave is impinging on a finitely 
conducting half-space with a vertical angle of incidence θ , the 
first-order signal reflected by the plane is usually composed of 
the undistorted and distorted terms [42]. The impulse response, 
which is the time domain counterpart of the reflection 
coefficient, is expressed as:  

( ) ( ) 2

4
1

ath t K t eκδ
κ

− = ± + Ψ − 
 (24) 

where K is the proportion coefficient shown as  1
1

K κ
κ

−
=

+

with
2sin

=
cos

r

r

ε θ
κ

ε θ
−

 for vertical polarization and 

2

cos=
sinr

θκ
ε θ−

for horizontal polarization, and the ±  sign 

also depends on the polarization. Here, rε and σ represent the 
relative permittivity and the electrical conductivity of the 
reflection surface, respectively, c is the speed of light, and 
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60

r

ca πσ
ε

= . In addition, Ψ represents the Bessel Function. 

The total E-field can be composed of horizontally and 
vertically polarized components. In the present model, the 
horizontal components for both line-of-sight and reflected EM 
waves are directed along the z-axis. However, the vertical 
E-fields are decided by the reflection order due to the incident
angle. Thus, it is meaningful to take only the horizontal
polarization incidence into consideration.

In order to apply the expression above to practical problems, 
it is desirable to use an approximate expression for the Bessel 
function. Based on [43], the Bessel functions can be expressed 

as
0

= k
k

∞

=

Ψ Φ∑ , where

( ) ( )

( ) ( ) ( )

1

2

1

0

1 1
2 !

1 1
! !

k
k

k

m km kk
x

m

x
K k K

x x
x k e

m k

−

+
−

=

 Φ = − 
 

  − − × + − +  
    

∑
(25) 

where =
2

Katx .

Fig. 8. Total and partial sums for the reflected field impulse response 
for =45θ  , =5rε , and =0.1σ with horizontal polarization. 

The relative permittivity and the conductivity of the plate are 
assumed to be 5 and 0.1 S/m, respectively, which are 
representative of common interfaces (ground, wall and ceiling) 
found in buildings or urban environments. Let us consider an 
angle =45θ  as an example. The first-order results calculated by 
the actual and approximate functions are shown in Fig. 8. The 
curves labeled as “1 term” , “2 Terms”, “3 Terms” and “4 
Terms” result from approximating Ψ by 0Φ , 0 1+Φ Φ , 

0 1 2+Φ Φ + Φ and 0 1 2 3+Φ Φ + Φ + Φ . When 2at ≤ , retaining 
the first three terms 0 1 2+Φ Φ + Φ is sufficient to approximate 

( )h t  for the early-time response. For the considered 
permittivity and electrical conductivity, this corresponds 
to 1.768 t ns≤ .  Thus, the expression for the impulse response 
can be expressed as follows: 

( )2
4

0 1 21
( ) - ( )+ +ath t K t eκ

κ
δ −

−
 ≈ ⋅ Φ Φ + Φ  (26) 

In order to meet the condition that the pulse duration 
time 1.768 t ns≤ , the central frequency and the frequency 
range are set to 2.7 GHz and 0.3 GHz - 5 GHz, respectively. 
The resulting pulse duration is 0.8 ns. The polarized direction is 
chosen to be along the z-axis. Fig. 9(a) shows the waveforms of 
the incident and the reflected signal from the plates, including 
the undistorted term and the distorted term as expressed in (24). 
In order to show the distorted term clearly, an expanded view of 
the distorted term is shown in Fig. 9(b). 
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(a) (b) 
Fig. 9.  (a) The pulse signal and its reflection by a half- space. The reflected 
signal is the sum of the distorted and undistorted terms defined in Equation (21). 
(b) Expanded view of the distorted term.

The numerical results of the reflected signal are consistent
with the results presented in [43]. Combined with Equation (26), 
it can be found that the distorted term is much smaller than the 
undistorted term for any angle of incidence. Therefore, in the 
case mentioned above, the distorted term can be neglected in 
the calculation of the first-order reflection, and the impulse 
response can be expressed as: 

2

2

cos1-
sin1-( ) ( )= ( )= ( )

cos1+ 1+
sin

r

r

h t K t t t

θ
ε θκδ δ δ

θκ
ε θ

−
= − − −

−

 (27) 

The approximated impulse response will be transformed to 
the frequency domain and applied to simulations in the next 
section in order to calculate the overall electric field.  

Based on the derivation presented in this section, we will 
demonstrate in Section IV an application of the proposed 
source localization method to a case study. We then analyze the 
performance of the correlation criterion by building the 
simplified model in simulation. Section V assesses the 
performance of the proposed method in practical applications 
by using a full-wave numerical simulation in the forward 
procedure and the ray tracing method in the backward phase. 

IV. PERFORMANCE ASSESSMENT OF THE CORRELATION 
CRITERIA TO LOCATE TRANSIENT SOURCES

In this section, numerical simulations are carried out to 
investigate the relationship between the spatial resolution of the 
proposed algorithm based on either the magnitude or the phase 
correlation criterion and the effect of influencing factors 
including the central frequency and the bandwidth of the 
excitation source, the noise level, the baseline length, and the 
number of observation points. 
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A. General Description
As in Section III, we will consider a 2D model, shown in Fig.

10 with two plates located at y = 0 and y = 0.8 m, respectively, 
in Cartesian coordinates. The permittivity and conductivity of 
the plates are respectively 5 and 0.1 S/m. The source is set at (1 
m, 0.3 m). The polarization of the E-field in the far field region 
is perpendicular to the x-y plane. Four E-field probes P1 to P4, 
placed at (7 m, 0.6 m), (8 m, 0.5 m), (9 m, 0.4 m) and (10 m, 0.3 
m), respectively, form a time reversal mirror (TRM) array. In 
order to improve the calculation efficiency, the target area is 
chosen as a rectangle with [ ]1,3x ∈ −  and [ ]0.1,0.7y ∈ in the z 
= 0 plane. Both the forward and backward procedures are 
numerically calculated in the MATLAB environment. 

P1 P2 P3 P4

Fig. 10.  Top view of propagation model. 

The waveform of the excitation is chosen to be a modulated 
Gaussian pulse in the form of (14). In the first 
example, 0 =2.7 GHzf , and the -20 dB frequency range is set as 
0.3 to 5 GHz by adjusting 1τ  and 2τ . The noise is assumed to be 
zero. Even though there are an infinite number of paths from 
the source to each probe, as opposed to the case of a cavity with 
highly reflective walls [24], only a few of the paths have 
meaningful contributions because the energy of the signal 
decreases very rapidly due to the energy loss caused by 
reflection and free space propagation [40]. Based on the 
considered electrical parameters for the two plates, the 
maximum number of reflection paths is limited to 10. 

Fig. 11. Signals received by the probes. The positions of P1 to P4 are shown in 
Fig. 10. 

The forward procedure is carried out using the propagation 
model derived in Section III in which the time domain 
reflection coefficient given by Equation (27) has been 
converted into the frequency domain using the FFT. As shown 
in Fig. 11, the signals received by all the probes are different 
from the point of view of their amplitude and waveform.  

 (a) 

 (b) 
Fig. 12.  The correlation coefficient distribution. (a) Magnitude Correlation 
Criterion; (b) Phase Correlation Criterion. 

Following the steps described in Section II, we applied the 
proposed method in the backward procedure and evaluated the 
correlations at each point in the considered target area. The 
signals measured at P1 and P4 (see Fig. 10) were selected to 
calculate the correlation distribution. The calculation frequency 
band was chosen to be the same as the -20 dB frequency band 
of the excitation signal. Figs. 12(a) and 12(b) show the 
correlation coefficient distribution by using, respectively, either 
the magnitude or the phase correlation criterion. Represented 
by a white cross, the maximum coefficient identified by both 
criteria occurred at (1 m, 0.3 m), which corresponds to the 
position of the radiation source. It is clear from the simulations 
that the resolution of the magnitude correlation criterion is 
better than that of the phase criterion. Furthermore, it can be 
found from Equation (22) that the magnitude correlation 
criterion will not be affected by the time synchronization errors 
between the observation points once the time length of the 
recording is sufficient, since the error would be cancelled by the 
term ( )1 2

cos n nkr kr− . 

B. Influence of the Bandwidth
The effect of the excitation bandwidth on the spatial

resolution is investigated by varying 1τ , 2τ and 0f . The results in 
Fig. 13 and Fig. 14 show that the spatial resolution increases as 
the bandwidth of the excitation increases, which means that 
excitations with a wider bandwidth would result in a better 
spatial resolution.  

 (a) 

 (b) 

 (c) 
Fig. 13.  Spatial resolution obtained using the magnitude correlation criterion 
for three different bandwidths with lower cutoff frequency 0.3 GHz: (a) 4.7 
GHz; (b) 6.7 GHz; (c) 8.7 GHz. 

(a) 

(b) 
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(c) 
Fig. 14. Spatial resolution obtained using the phase correlation criterion for 
three different bandwidths with lower cutoff frequency 0.3 GHz: (a) 4.7 GHz; 
(b) 6.7 GHz; (c) 8.7 GHz.

C. Influence of the Central Frequency
The results in Fig. 15 and Fig. 16 show the spatial resolution

as a function of the central frequency of the excitation. It is 
clear that, as the central frequency of the excitation increases, 
the spatial resolution increases, meaning excitations with a 
higher central frequency would result in a better spatial 
resolution.  However, for the magnitude correlation criterion, 
the side lobes would also increase as the central frequency 
increases, which may degrade the robustness of the method 
against noise. 

(a) 

(b) 

(c) 
Fig. 15.  Spatial resolution obtained using the magnitude correlation criterion 
for three different central frequencies with bandwidth 4.7 GHz: (a) 2.7 GHz; (b) 
4.7 GHz; (c) 6.7 GHz. 

(a) 

(b) 

(c) 
Fig. 16. Spatial resolution obtained using the phase correlation criterion for 
three different central frequencies with bandwidth 4.7 GHz: (a) 2.7 GHz; (b) 
4.7 GHz; (c) 6.7 GHz. 

D. Influence of the Noise Level
In this section, we assess the robustness of the method with

respect to noise. Since the noise caused by the measurement 
system is of primary concern, a white Gaussian noise of 

equivalent intensity is added to the signals measured by each 
probe in sections IV (B) and (C). The probability density of the 
noise is expressed as 

( )2
1( ) exp

2 Var2 Var
x

P x
µ

π

 −
 = −
 ⋅⋅  

(28) 

where µ  is the mean value of the noise and Var  is the 
variance which represents the noise power density. 

In the simulation, µ was set to zero and 2σ in logarithmic 
form was varied from -6 to -1.5. The results were derived from 
100 independent trials, expressed by the Root Mean Square 
Error (RMSE) computed using 

2100

1

1
100 m s

m
RMSE r r

=

= −∑ (29) 

where mr is the m-th estimation result and sr is the position of 
the source. 

(a)     (b) 
Fig. 17. Simulation results of RMSE versus 2σ for different bandwidths: (a) 
magnitude correlation criterion and (b) phase correlation criterion. 

(a)                                                            (b) 
Fig. 18. Simulation results of RMSE versus 2σ for different center frequencies: 
(a) magnitude correlation criterion and (b) phase correlation criterion.

As shown in Fig. 17 and Fig. 18, the method based on the
phase correlation criterion behaves more robustly against noise 
than that based on the magnitude correlation. Furthermore, the 
anti-noise performance seems to be similar for signals with 
different central frequencies or bandwidths for the phase 
correlation criterion. 

E. Influence of the Baseline Length and the Number of
Observation Points

In order to study the influence of the number of observation 
points, we selected three kinds of combinations from the array 
in Fig. 10: (1) two elements, P1, P4, represented as L1; (2) two 
elements, P2, P3, represented as L2; (3) four elements, P1, P2, P3, 
P4, represented as L3. Since the Pearson correlation coefficient 
is only applicable to two variables, the result for L3 was 
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obtained by multiplying together the three correlation 
coefficients acquired after applying the Pearson correlation 
formula to each pair of signals. 

The results presented in Fig. 19 and Fig. 20 show that 
increasing the number of probes and the baseline length of the 
array would improve the spatial resolution of the position, 
which could help to detect and locate multiple sources with 
small spacings between them.  

In addition, the cross-range resolution is better than the 
down-range one for both, the magnitude and the phase 
correlation distributions. Indeed, the effective aperture of the 
array in the down-range is smaller than that in the cross-range, 
where multiple mirror sources are taken into consideration due 
to reflections, which increases the effective aperture in the 
cross-range. 

 (a) 

(b) 

(c) 
Fig. 19. Spatial resolution obtained using the magnitude correlation criterion 
for: (a) L1, (b) L2, (c) L3. 

(a) 

(b) 

(c) 
Fig. 20. Spatial resolution obtained using phase correlation criterion for: (a) L1, 
(b) L2, (c) L3.

V. VALIDATION OF THE PROPOSED CORRELATION METHOD TO
LOCATE SOURCES 

In order to test the performance of the proposed method in 
practical applications, the location of the source is estimated in 
this section using full-wave numerical simulations for the direct 
time within CST-MWS and using the proposed ray tracing 
method for the backward procedure within MATLAB. It is 
worth noting that the back-propagation step of the proposed 

method could not be simulated in CST-MWS or in other 
commercial EM simulation software because they do not allow 
the implementation of inverted-loss model parameters.  

As shown in Fig. 21(a), a propagation model was established 
according to the considered configuration in Sections III and IV. 
A dipole, located at position (1.0 m, 0.3 m) in Cartesian 
coordinates, was used as the emitter, the direction of which was 
chosen to be along the z-axis. In order to simulate the plates, 
two cuboids, made of a material with a relative permittivity 

=5ε  and a conductivity =0.1σ S/m, were set at 0y =  
and 0.8y = , parallel to the x-z plane. The length and width of 
the cuboids were set to be significantly larger than the antenna. 
The excitation signal was chosen to be a Gaussian pulse signal 
with -20 dB bandwidth of 1 GHz - 5 GHz, in order to have, as 
much as possible, the plates in the far field region of the 
radiation antenna. An array consisting of two probes referred to 
as P1 and P2, located at (8.0 m, 0.5 m) and (9.0 m, 0.3 m), 
respectively, was used to measure the z-axis polarized E-field. 
As a result of the considered polarization, the derived 
approximation for the reflection function can be used in the 
localization. In order to improve the computation efficiency, 
the dipole and probes were assumed to be at the same 
coordinate in the z-axis, so that the model could be treated as 
2D. A screenshot of the configuration within CST-MWS is 
shown in Fig. 21(b). 

P1
P2

(a) 

P1 P2

Source

(b) 
Fig. 21.  Schematic (a) and CST-MWS implementation (b) of the numerical 
model. 

Fig. 22(a) shows the resulting electric field waveforms at P1 
and P2 within a time window of 14 ns. Due to multiple 
reflections from the two plates, the signal widths were 
increased in the time domain, which is the main reason for 
localization errors in the common approaches using the time 
difference of arrival method, since it is difficult to distinguish 
the LOS wave.   
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(a) (b) 

Fig. 22.  Electric field waveforms measured by the two probes in the time 
domain (a) and their magnitude Fourier spectrum obtained using FFT (b). 

Based on the measured signals and the positions of the 
measurement points, the proposed algorithm was employed to 
locate the source. The -20 dB bandwidth of the received signals, 
namely [2.5 GHz, 5.5 GHz] was chosen to be calculation 
frequency band, as Fig. 22 (b) shows, since the components 
within this frequency band are dominant in those signals. 
Furthermore, the target area was chosen as a rectangular area 
with [ ]1,5x ∈ −  and [ ]0.1,0.7y ∈ in the z = 0 plane, meshed 
into multiple points with a spacing of 0.02 m which were 
treated as the guessed source positions for the calculations.  

(a) 

(b)
Fig. 23. Correlation distribution for the magnitude (a), and phase (b) in the 
target area. 

As shown in Fig. 23, the correlation distributions were 
obtained and the maximum correlation position is represented 
by a black circle. The correlation coefficient for the magnitude 
reached its maximum at (0.96 m, 0.30 m), which corresponds to 
a position error of 0.04 m. A tightly focused image was 
obtained with a maximum amplitude 0.9555 while the 
coefficients associated with most of the other points in the 
target area were generally lower than 0.9. On the other hand, 
the maximum of the phase correlation coefficient occurred at 
(0.98 m, 0.32 m), which corresponds to a position error of one 
mesh-cell (0.02 m) both in the cross range and in the down 
range. Specifically, the maximum phase correlation coefficient 
was 0.9595, while the coefficients associated with most of the 
other points in the target area were lower than 0.5 and even 
negative. 

(a)     (b) 

Fig. 24. The normalized magnitude (a) and phase (b) of the back-propagated 
z-axis polarized E-field signals at the maximum correlation coefficient position 
from measurement points P1 and P2.

By using the ray tracing technique, the normalized 
magnitude and phase of the back-propagated z-axis polarized 
E-field signals corresponding to the maximum correlation
coefficient position are shown in Fig. 24. It can be clearly seen
that the two signals are not totally the same, since the ray
tracing technique is just an approximation to the EM
propagation in a real environment. The intensity of the time
reversed signal at the location of the source decreases as the
Green’s functions in the forward and backward steps become
less correlated [44]. In our study, the ray tracing technique used
in the backward step was close enough to the full-wave
simulation used in the forward step, so that a sufficiently high
correlation coefficient was obtained at the approximate source
position. This is due to the fact that the application conditions
of the ray tracing approximation are satisfied in the considered
model.

Fig. 25 shows the EMTR location results using the maximum 
amplitude criterion and the maximum energy criterion, which 
correspond to the absolute electric field and the space energy 
peak, respectively [45]. The position predicted by the 
maximum amplitude criterion and the maximum energy 
criterion is (4.6 m, 0.16 m) and (5 m, 0.3 m), corresponding to 
location errors as large as 3.6 m and 4 m, respectively. Actually, 
the normalized distribution of the maximum amplitude 
criterion and the maximum energy criterion have local 
maximum values (represented by the red circle in Fig. 25) at 
positions (1.04 m, 0.3 m) and (1.1 m, 0.3 m), which are close to 
the source position. However, without a priori knowledge of 
source, the search needs to be performed in the whole area and 
the absolute maxima will be erroneously identified as the 
source locations. In this case, the EMTR method with the 
proposed criterion using the correlation of the back-propagated 
signals is more accurate than that with the maximum amplitude 
criterion or the maximum energy criterion. 

(a) 

(b) 
Fig. 25. The normalized distribution of the amplitude criterion (a) and the 
energy criterion (b) in the target area. 

Although the proposed magnitude and phase correlation 
criteria were able to locate the source accurately in the 
considered cases, further studies, such as a frequency band 
optimization and an experimental verification for different 
scenarios, are needed before any definitive conclusions can be 
drawn concerning the location accuracy of the proposed 
method. 
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VI. CONCLUSION

In this paper, magnitude and phase correlation criteria were 
proposed to locate a transient EM radiation source in indoor 
reflective environments using the electromagnetic time reversal 
technique. Based on the results of numerical simulations, the 
following conclusions can be drawn. 

1) The EMTR technique with the proposed criteria is able to
accurately locate radiation sources in indoor environments by 
using only two observation points when the application 
conditions of the ray tracing method are met. 

2) The anti-interference capability of the phase correlation
criterion is better than that of the magnitude correlation 
criterion, while the magnitude correlation criterion is more 
suitable for scenarios where the two observation points are 
affected by time-alignment errors. 

3) The spatial resolution of the localization could be slightly
improved by using additional probes or by increasing the 
baseline length of the probes. 

Work is in progress to investigate an optimal combination of 
the two criteria and the application of them to 3D structures. 
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