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Abstract

District heating networks are commonly addressed in the literature as one of the most effective solutions for decreasing the 
greenhouse gas emissions from the building sector. These systems require high investments which are returned through the heat
sales. Due to the changed climate conditions and building renovation policies, heat demand in the future could decrease, 
prolonging the investment return period. 
The main scope of this paper is to assess the feasibility of using the heat demand – outdoor temperature function for heat demand 
forecast. The district of Alvalade, located in Lisbon (Portugal), was used as a case study. The district is consisted of 665 
buildings that vary in both construction period and typology. Three weather scenarios (low, medium, high) and three district 
renovation scenarios were developed (shallow, intermediate, deep). To estimate the error, obtained heat demand values were 
compared with results from a dynamic heat demand model, previously developed and validated by the authors.
The results showed that when only weather change is considered, the margin of error could be acceptable for some applications
(the error in annual demand was lower than 20% for all weather scenarios considered). However, after introducing renovation 
scenarios, the error value increased up to 59.5% (depending on the weather and renovation scenarios combination considered). 
The value of slope coefficient increased on average within the range of 3.8% up to 8% per decade, that corresponds to the 
decrease in the number of heating hours of 22-139h during the heating season (depending on the combination of weather and 
renovation scenarios considered). On the other hand, function intercept increased for 7.8-12.7% per decade (depending on the 
coupled scenarios). The values suggested could be used to modify the function parameters for the scenarios considered, and 
improve the accuracy of heat demand estimations.
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aSolar Energy and Building Physics Laboratory (LESO-PB), École polytechnique fédérale de Lausanne (EPFL), CH-1015, Lausanne, Switzerland
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Abstract

In this paper we present the characterization of a calibrated embedded system for quasi real-time lighting computation based on

HDR sky monitoring. To quantify its accuracy in lighting computation, we positioned the device in front of a test module with

unilateral-façades to measure the luminance distribution of the sky and ground dome, including that of the sun, the clouds and

landscape, followed by on-board illuminance computation in the device. An experiment was conducted on two representative days,

with overcast and clear sky respectively. The embedded device computed the illuminance for 5 virtual sensors which was referred

to the measurement by 5 lux-meters at the identical positions synchronously to assess its relative error. Compared with the Perez

all-weather sky model, the embedded device was indicated to be more reliable and achieved 10%-25% higher accuracy in transient

lighting computation of horizontal illuminance based on HDR imaging and luminance mapping.
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1. Introduction

Daylight offers buildings and occupants a cost-effective source of illuminant, however, excessive or scarce daylight

impacts negatively on the energy savings of artificial light [1], health of occupants [2] and productivity of office users

[3]. The simulation of daylight in many ways acts as a reference of performance analysis in buildings, providing

the possibility for designers to pre-plan the smart utilization of daylight. With the recent proliferation of user centric

research [4,5], lighting simulation further unveiled its merit in visual comfort assessment [6]. In addition, the trend

of architecture design, covering the building with a large area of glazing, imposes further demands on the regulation
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bHaute école d’ingénierie et d’architecture Fribourg (HEIA-FR), CH-1705, Fribourg, Switzerland

Abstract

In this paper we present the characterization of a calibrated embedded system for quasi real-time lighting computation based on

HDR sky monitoring. To quantify its accuracy in lighting computation, we positioned the device in front of a test module with
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of daylight due to its increased penetration. Against this background, the formulation of optimal daylight control will

require further accuracy of transient lighting simulation.

The fidelity of lighting computation is fundamentally limited by a number of factors including the mismatch of

material property and geometry between the modelled and real scene, the employed sky models and computational

algorithms. A recent study indicated that sky models had a pronounced influence on the results of lighting simulation

[7]. The uniform sky model is phasing out for transient simulation, as its presumption of a oversimplified homo-

geneous sky contributes to substantial errors. The standard CIE sky assumes a generic sky model according to the

geometric location, date, time and 15 different pre-defined sky types [8]. The limitation of the model is that it is not

dynamic according to the mutation of the real sky. The commonly used Perez all-weather sky model is relatively

more advanced and dynamic, based on direct normal and diffuse horizontal irradiance to predict the sky conditions.

Although it is more reliable for transient analysis, the nature of sub-sampling with only two input filters out high

spatial-frequency components of the sky such as complex patterns of the clouds and high contrast patches of the

sky. HDR (High dynamic range) imaging based lighting simulation was indicated with superiority over the simple

sky models with a large number of pixels as input [9]. If its imaging system can be comprehensively calibrated, the

accuracy of the HDR imaging based approach can be improved and be potentially compared to reliable reference.

This paper investigates the accuracy of a calibrated embedded device [10] in horizontal illuminance computing,

which integrates both the quasi real-time HDR monitoring of the sky and on-board lighting simulation. The dynamic

range of luminance that the device can measure ranges from 102 to 3.1 × 109 cd/m2 (150 dB), covering that of both

extremes of the direct sun and the surrounding landscape during daytime. The resolution of the device can map

the sky and ground dome up to 1.25 × 106 patches, including the sun, the sky, clouds and surrounding landscape.

The high resolution mapping, at the same time, saves the effort to model the landscape, especially for vegetation

including trees which are formidably difficult to model. As the device can potentially be applied in photo-realistic

rendering, evaluation of lighting performance parameters and building automation, the accuracy of the device to

simulate transient lighting performance parameters characterizes its reliability and applicability. In this paper, we

try to formulate an intra-scene experiment to investigate the relative error of the device in horizontal illuminance

computation in comparison with the commonly used Perez all-weather model in a simplified test module.

2. Methodology

The embedded device is mainly composed of a field programmable gate array (FPGA) chip, DDR3 memory and

an image sensor. The FPGA, as a fast speed micro-controller, controls the image sensor to capture images of the sky

dome, synthesises them into a luminance map and computes lighting in a quasi real-time manner. The image sensor is

coupled with a wide angle lens to enable its field of view (FOV), subtending the majority area of the sky and ground

hemisphere and, at the same time, keep the distortion at a reasonable level. The spectral response of the image sensor

was calibrated according to the luminosity function reaching f’1 error at 8.86% by color filters together with neutral

density filters. Its vignette and geometric distortion were also rectified digitally.

For the lighting computation algorithm, the RADIANCE program was employed in this paper, which was largely

developed by Greg Ward in LBNL, EPFL and SGI [11]. RADIANCE is a physically-based lighting program package

utilizing backward ray-tracing algorithms, which is open source and has been widely used in the lighting simulation

by researchers due to its reliability. The lighting computation, in this paper, focused on the rtrace sub-program based

on Monte-Carlo integration for the glow material, with high quality parameters.

A recently retrofitted test module (interior size: 6.4× 2.9× 2.6 m3) was selected as the target scene for experiments

due to its simplified set-up. The test module was coupled with 6 unilateral façades reaching 0.62 window-to-wall ratio,

which were facing towards south. The module was equipped with 3 desks resembling a typical office. To establish

the model in RADIANCE, the geometric size and relative position of furnitures in the module were measured by a

range finder (Leica DISTO). The color, specularity and roughness property of the each surface were determined to

model the reflection of the scene in RADIANCE, including the ceiling, the wall, the floor, the window frame and

each surface of furnitures. We employed a chromameter (MINOLTA CR-220) to measure the color and reflectance of

each material in xyY color space with D65 light source. The xyY color coordinates were further transformed to the

RGB color space respectively according the color primaries defined in RADIANCE. The specularity of the material

was measured and approximated by a gloss meter (MINOLTA GM-060), which characterized the percentage of the
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specular component of reflected light at 60◦ incident angle. Although in reality this ratio might alter according to the

incident angle, in this paper, it was approximately regarded to be constant. In addition, the roughness was set at 0 ∼

0.2 according to the particle size of each surface. Finally the scene was modelled in RADIANCE.

In order to monitor the horizontal illuminance as a reference, 5 lux-meter sensors (MINOLTA T-10A) were posi-

tioned in the test module at 0.8 m height above the floor as work-plane, with distance of 1 m, 2 m, 3 m, 3.9 m and

4.7 m to the façade, as illustrated in Fig. 1. Each lux-meter was connected to a data logger in parallel in a way the

output of each sensor can be recorded simultaneously. Accordingly, 5 virtual illuminance sensors were defined in

RADIANCE at the identical positions as the scene respectively to simulate the illuminance for each. As the virtual

sensors are point sensors in RADIANCE, 9 points in a 2×2 cm2 square were computed and averaged to represent each

virtual sensor, which, at the same time, mitigated spatial random noise. The computed illuminance is to be compared

with the measured value by lux-meters as reference to calculate the relative error.

Fig. 1: Position of lux-meter sensors

3. Experiments and Results

After the scene was established in the embedded device, we anchored the device in front of the test module with the

axis of lens in the orthogonal plane to the façade, subtending the hemisphere of sky and ground dome that the façade

was facing towards, as displayed in Fig. 2. The luminance map of the sun, the sky and landscape was monitored

and generated by the embedded device and synthesised into the scene in RADIANCE. The micro-processor then

implemented the on-board illuminance computation based on Monte-Carlo integration in RADIANCE.

Fig. 2: Embedded device positioned in front of the test module

The real-site experiment was conducted on one day with clear sky and another day with overcast sky as two extreme

conditions for the evaluation of the accuracy of the device. The device monitored the sky, generated the luminance

map and accomplished the illuminance computing for the 5 virtual sensors every 15 minutes from 9 a.m. to 6 p.m.

for the test module. Accordingly, the 5 real lux-meter sensors were synchronized with the embedded device to record

the measured illuminance every 15 minutes. At the same time, the direct normal and diffuse horizontal irradiance

were monitored at the rooftop of the laboratory. For comparison of performance, the irradiance data was used for the

illuminance simulation by employing the Perez all-weather model for the identical virtual sensors in the test module

with the same sets of parameters.

Fig. 3 (a) displays the results of the transient illuminance, under a predominant overcast sky, recorded by the

lux-meter (gray dotted line) and that computed by the embedded device (green solid line) based on HDR imaging
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respectively, which stacked from top to bottom sequentially for Sensor 1 (close to the façade) to Sensor 5 (far from

the façade). In contrast, the computed illuminance based on the Perez all-weather sky model was presented in a

similar way in Fig. 3 (b). According to the results, illuminance computed by the embedded device shows closer

proximity and better accordance to the reference than using the Perez sky model, which can be further illustrated

by their transient relative error in Fig. 4 (a) and (b) respectively. The average relative error of the 5 virutal sensors

throughout a day was 6.4%, 7.5%, 4.1%, 5.0% and 7.0% respectively computed by the embedded device based on

HDR imaging relative to the lux-meters as reference, while that of the Perez all-weather model was 32%, 22%, 29%,

23% and 23% respectively. The overall higher error rate of the Perez sky model for a overcast day can possibly be

attributed to the neglected complex cloud patterns and commonly non-smooth distribution of the luminance of the sky

and ground dome.
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Fig. 3: Measured and computed illuminance for a day with overcast sky
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Fig. 4: Relative error of computed illuminance for a day with overcast sky

For a day with predominant clear sky, Fig. 5 (a) in the same way illustrates the transient illuminance recorded

by the lux-meter (gray dotted line) and that computed by the embedded device (green solid line). For comparison,
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the illuminance computed by employing the Perez all-weather sky model was presented in Fig. 5 (b). Although

illuminance computed by the embedded device again emulated closer to the reference than the Perez sky model as

illustrated in Fig. 6 for the transient relative error, sensors close to the façades (Sensor 1 and Sensor 2) had a relatively

noticeable error from 9:30 to 11:30 a.m.. This might originate from the fact that, in the luminance map of the sky, the

sun was not extracted from the sky background and not separately defined in RADIANCE, which possibly resulted in

insufficient sampling and thus the underestimated the contribution of lighting from the direct sun disk. The average

relative error of the 5 virutal sensors computed by the embedded device based on HDR imaging compared with the

lux-meters as reference was 25%, 22%, 9.7%,, 8.9% and 11% respectively, while that of the Perez all-weather model

was 37%, 32%, 36%, 31% and 28%.
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Fig. 5: Measured and computed illuminance for a day with clear sky
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Fig. 6: Relative error of computed illuminance for a day with clear sky
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4. Conclusion

In this paper, a calibrated embedded system integrating the HDR sky monitoring and on-board lighting simulation

was evaluated in its accuracy in computing the horizontal illuminance distribution for intra-scene application in a

test module compared with employing Perez all-weather sky model. Although both showed proximity as referred to

measurement by lux-meters, the embedded system was expected with 15%-25% less error in horizontal illuminance

computation for an overcast sky compared with that employing the Perez all-weather sky model based on direct

normal and diffuse horizontal irradiance. In the case of a clear sky, the error of the device was expected to be 10%-

20% less than employing the Perez all-weather sky model. During the experiments, it was found that the error during

the exposure to the direct sun disk contributed to noticeable error in computing the illuminance at positions close to

the façade, which might be the result of non-sufficient sampling in the Monte-Carlo integration under conditions of

extreme contrast in luminance map. This can possibly be improved by extraction of the solar component from the

luminance map and concentrated sampling of the sun disk by RADIANCE, which will be explored in our future work.
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