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A B S T R A C T

We present a finite elements—neural network approach for the numerical approximation of
parametric partial differential equations. The algorithm generates training data from finite
element simulations, and uses a data-driven (supervised) feedforward neural network for the
online approximation of the solution. The objective is to ensure that the overall error of the
method is below some preset tolerance, and we thus control and balance the error coming from
the finite element method, and the one introduced by the neural network approximation.

Two finite element methods are considered and compared; a fixed grid approach uses the
same mesh for all values of the parameters, while an adaptive finite elements approach enforces
the same discretization error uniformly in the parameters space.

Numerical results are presented for an elliptic model problem. The fixed grid approach
shows limitations in terms of error balancing and control, while the adaptive approach allows
a better accuracy and more flexibility of the method. We conclude by proposing an adaptive
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algorithm to control the size of the training set given a network architecture and ensure that
the overall error of the method is below a given tolerance.

1. Introduction

Neural networks have shown to be very efficient to approximate high dimensional functions. From the approximation point of
iew, the universal approximation property, as well as various convergence rates with respect to the architecture of the networks
ave been proved in the literature, see, e.g., [1–6]. However, most of these results are existence results, and do not discuss how
o build the neural networks. The non-convex optimization problem corresponding to the training of the networks is discussed,
.g., in [7,8] and is in a less advanced state of knowledge. Theoretical results concerning the approximation of solutions of
parametric) PDEs using neural networks can be found, e.g., in [9,10] and references therein. In most cases, neural networks are
rained in a so-called supervised setting, i.e., with a data-driven objective function [2,11,12]. If the function of interest is solution of a

partial differential equation (PDE), the networks can also be trained in an unsupervised manner, leading to Physically Informed Neural
Networks (PINNs). In this case, the objective function contains the differential equation, in strong form [13–16] or in variational
form [17–19].

In the context of parametric PDEs, neural networks are generally used to approximate the parameter-to-solution map, either as
a map between Hilbert spaces [20–22], or in a discretized version [9,23–26].

The underlying motivation behind this work is the numerical approximation of strongly nonlinear parametric PDEs arising in
multi-physics problems, for instance laser melting processes that couple free surface flows with heat transfer and solidification [27].
The goal is to approximate the solution of such parametric PDEs efficiently, in real time, for various values of the parameters. This
goal is unreachable for time-consuming finite element simulations. Since complex multi-physics problems are ultimately targeted,
implementing the PDEs in the objective function of the neural network is not an easy task, preventing the use of PINNs. Moreover,
as the targeted problem includes transport phenomena, classical reduced modeling approaches relying on a linear subspace, such
as, e.g., reduced basis methods [28,29] or proper orthogonal decomposition [30–32], are not suitable [33,34].

We consider a generic parametric partial differential equation: find 𝑢 ∶ 𝛺 ×  → R satisfying

 (𝑢(𝑥;𝜇);𝜇) = 0 𝑥 ∈ 𝛺, 𝜇 ∈  , (1)

where 𝛺 ⊆ R𝑑 (𝑑 ≥ 1) is the physical space,  ⊂ R𝑝 (with 𝑝 ≥ 1 possibly large) is the parameters space and  is some differential
operator.

We advocate a data-driven feedforward neural network approach, with training data generated by finite element simulations, in
order to build a neural network approximation 𝑢 of 𝑢. The numerical simulations, as well as the training of the neural network,
are done during an offline phase, which can be time consuming but is done once and for all. Once trained, the network can be
efficiently evaluated during the online phase.

Our objective is to control the error between 𝑢 and 𝑢 in order to ensure that it is below some preset tolerance 𝜖. For this
purpose, we need to control and balance two sources of error: the error coming from the finite element method, embedded in the
training data, and the one coming from the neural network approximation. We thus start by discussing how these two errors can be
estimated a posteriori. We then investigate their dependence with respect to different parameters and study to which extend they
can be balanced with each other.

We first focus on the usage of neural networks to approximate the discretized parameter-to-solution mapping, as in [24], using
a fixed finite element grid to perform all the numerical simulations. When the solution exhibits strong gradients for some values of
the parameters, a very fine mesh is needed in order to reach a sufficient accuracy for all values of the parameters. Furthermore, it
turns out that, with this approach, the accuracy of the neural network is lower than the accuracy of the finite element method. This
implies in particular that we cannot ensure that the overall error between 𝑢 and 𝑢 is bounded by the preset tolerance.

In order to overcome these issues, we advocate a novel adaptive finite elements—neural network method. The finite element
simulations used to generate the training data are performed using a classical isotropic adaptive mesh refinement algorithm, see [35]
for instance. This implies that the structure of the network has only a scalar output; the network thus does not approximate the
discretized parameter-to-solution map, but the function (𝑥;𝜇) ↦ 𝑢(𝑥;𝜇). Similarly as in [36] where a PINN is used to infer the
solution of a parametric Navier–Stokes equation, the space coordinates are therefore given as an input to the network. The key
ingredients of the method are the adaptive mesh refinement approach, which allows to control the accuracy of the training data
uniformly in the parameters space, and an adaptive algorithm to control the size of the training set, which ensures that the error of
the overall method is below the given tolerance 𝜖. Numerical results on an elliptic model problem with smooth solutions confirm
that the finite element error can be uniformly controlled across the parameters space, and that it can be balanced with the neural
network approximation error.

This work is organized as follows: Section 2 details the error assessment of the finite element—neural network method. In
Section 3, the architecture and training of the neural networks are discussed. Section 4 details numerical results for an elliptic model
problem, when using the fixed and adaptive approaches. In Section 5, the adaptive algorithm to control the size of the training set is
presented and discussed. Finally, the generation of a parameter-dependent mesh to evaluate the neural network solution is discussed
2

in Section 6.
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2. Error assessment

We start by detailing the error estimates of the coupled finite element-neural network approach. In order to evaluate the accuracy
f the final approximation given by the neural network, we assess the 𝐿2(𝛺 × )-error between the exact solution 𝑢 and the
pproximation 𝑢 . More precisely, we estimate |||𝑢 − 𝑢 |||, where

|||𝑢 − 𝑢 |||

2 ∶= 1
||

∫
‖𝑢(⋅;𝜇) − 𝑢 (⋅;𝜇)‖2𝑑𝜇

and

‖𝑢(⋅;𝜇) − 𝑢 (⋅;𝜇)‖2 ∶= 1
|𝛺|

∫𝛺
|𝑢(𝑥;𝜇) − 𝑢 (𝑥;𝜇)|2𝑑𝑥.

For 𝜇 ∈  , let 𝑢ℎ(⋅;𝜇) be the finite element approximation of 𝑢(⋅;𝜇) obtained with a discretization of typical size ℎ. The error between
𝑢 and 𝑢 is decomposed as

|||𝑢 − 𝑢 ||| ≤ |||𝑢 − 𝑢ℎ||| + |||𝑢ℎ − 𝑢 |||. (2)

he two terms in the right-hand side of (2) correspond respectively to the error of the finite element method and the error of
he neural network approximation. We start by estimating the finite element error |||𝑢 − 𝑢ℎ|||. The Monte-Carlo method is used to

approximate the integral over the parameter domain, see, e.g., [37, Chapter 4]. We thus consider 𝑀 parameters {𝜇𝑘}𝑀𝑘=1 randomly
rawn with a uniform distribution in  , and approximate |||𝑢 − 𝑢ℎ|||2 by

|||𝑢 − 𝑢ℎ|||
2
𝑀 ∶= 1

𝑀

𝑀
∑

𝑘=1
‖𝑢(⋅;𝜇𝑘) − 𝑢ℎ(⋅;𝜇𝑘)‖2. (3)

The expected value of the error between |||𝑢 − 𝑢ℎ|||2 and |||𝑢 − 𝑢ℎ|||2𝑀 is given by [37, Section 4.1]

E
[

|

|

|

|||𝑢 − 𝑢ℎ|||
2 − |||𝑢 − 𝑢ℎ|||

2
𝑀
|

|

|

]

=

√

√

√

√

Var
(

‖𝑢(⋅;𝜇) − 𝑢ℎ(⋅;𝜇)‖2
)

𝑀

=
Std

(

‖𝑢(⋅;𝜇) − 𝑢ℎ(⋅;𝜇)‖2
)

√

𝑀
,

here Var denotes the variance and Std the standard deviation. The standard deviation can then be estimated over the sample of
ize 𝑀 , which can be chosen in such a way that the computed expected error is smaller than a given tolerance. Since the exact
olution 𝑢 is not known in general, the error ‖𝑢(⋅;𝜇) − 𝑢ℎ(⋅;𝜇)‖2 can be bounded above by an a posteriori error estimate

‖𝑢(⋅;𝜇) − 𝑢ℎ(⋅;𝜇)‖2 ≤
𝐶
|𝛺|

𝜂2(𝑢ℎ(⋅;𝜇);𝜇),

where the error estimator 𝜂 depends on the differential operator  and 𝐶 is a constant (independent of ℎ and of solution 𝑢) [35].
Then

|||𝑢 − 𝑢ℎ|||
2
𝑀 ≤ 𝐶𝜂2𝑀 (𝑢ℎ),

with

𝜂2𝑀 (𝑢ℎ) ∶=
1
𝑀

1
|𝛺|

𝑀
∑

𝑘=1
𝜂2(𝑢ℎ(⋅;𝜇𝑘);𝜇𝑘).

To estimate the error of the neural network approximation, the Monte-Carlo method is used again to approximate |||𝑢 − 𝑢ℎ|||2 by

|||𝑢 − 𝑢ℎ|||
2
𝑀 ∶= 1

𝑀

𝑀
∑

𝑘=1
‖𝑢ℎ(⋅;𝜇𝑘) − 𝑢 (⋅;𝜇𝑘)‖2. (4)

The integrals over 𝛺 are then computed using an overkill quadrature formula (of sufficiently high order). For ease of notation, the
corresponding result is again denoted by |||𝑢 − 𝑢ℎ|||2𝑀 .

3. Fully connected feedforward neural networks

To approximate 𝑢ℎ by 𝑢 , we use fully connected feedforward neural networks. We recall hereafter the main characteristics of
such networks (see, e.g., [38] for a complete description).

A feedforward neural network is made up of an input layer, an output layer and 𝐿 ≥ 1 hidden layers. We denote by 𝑛𝑗 the number
of neurons of the 𝑗𝑡ℎ layer, 𝑗 = 0,… , 𝐿 + 1. We let 𝜎𝑗𝑖 and 𝑧𝑗𝑖 be respectively the activation function and the value associated to the
𝑡ℎ 𝑡ℎ
3

𝑖 neuron of the 𝑗 layer, 𝑖 = 1,… , 𝑛𝑗 , 𝑗 = 0,… , 𝐿+1. Possible activation functions for neurons in hidden layers are the hyperbolic
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tangent, the Rectified Linear Unit – defined by 𝑅𝑒𝐿𝑈 (𝑥) = max{𝑥, 0} – or the softplus function – given by 𝑠𝑜𝑓𝑡𝑝𝑙𝑢𝑠(𝑥) = ln(1 + 𝑒𝑥).
For neurons in the output layer, the activation function is the identity. The value associated to a neuron is recursively given by

𝑧𝑗𝑖 = 𝜎𝑗𝑖
(

𝑛𝑗−1
∑

𝑘=1
𝑎𝑗𝑖𝑘𝑧

𝑗−1
𝑘 + 𝑏𝑗𝑖

)

, 𝑖 = 1,… , 𝑛𝑗 , 𝑗 = 1,… , 𝐿 + 1,

where 𝑎𝑗𝑖𝑘 and 𝑏𝑗𝑖 are respectively the weights and biases of the neural network, and 𝑧0 is the input. We denote by 𝜃 the set of trainable
parameters of the network, i.e. the set of all 𝑎𝑗𝑖𝑘 and 𝑏𝑗𝑖 . Similarly as in [2], we denote by 𝛶𝑊 ,𝐿(𝜎; 𝑑𝑖𝑛, 𝑑𝑜𝑢𝑡) the set of fully-connected
feedforward neural networks with input dimension 𝑑𝑖𝑛, output dimension 𝑑𝑜𝑢𝑡, and 𝐿 hidden layers, each constituted of 𝑊 neurons
having 𝜎 as activation function. Note that a neural network  ∈ 𝛶𝑊 ,𝐿(𝜎; 𝑑𝑖𝑛, 𝑑𝑜𝑢𝑡) has 𝑁𝜃 = (𝑑𝑖𝑛+1)𝑊 +𝑊 (𝑊 +1)(𝐿−1)+𝑑𝑜𝑢𝑡(𝑊 +1)
trainable parameters. Once these parameters have been set, the network provides a function 𝑆 (⋅; 𝜃) ∶ R𝑑𝑖𝑛 ↦ R𝑑𝑜𝑢𝑡 . To build
feedforward neural networks that approximate the solution to (1), we consider two approaches which are described in the following
sections.

3.1. Fixed grid approach

Let ℎ be a discretization of 𝛺 with elements of size less than ℎ. Let 𝑁ℎ denote the number of vertices of the discretization,
and consider the continuous, piecewise linear basis functions {𝜑𝑖}𝑁ℎ

𝑖=1 associated to the vertices {𝑥𝑖}𝑁ℎ
𝑖=1 (we do not discuss the

implementation of boundary conditions here in order to simplify the presentation). Let 𝑢ℎ(𝑥;𝜇) be the finite element approximation
of 𝑢(𝑥;𝜇), written as

𝑢ℎ(𝑥;𝜇) =
𝑁ℎ
∑

𝑖=1
𝑈 𝑖
ℎ(𝜇)𝜑

𝑖(𝑥).

As in [24], the goal is thus to approximate the mapping

𝜇 ↦ 𝑈ℎ(𝜇) =
⎛

⎜

⎜

⎝

𝑈1
ℎ (𝜇)
⋮

𝑈𝑁ℎ
ℎ (𝜇)

⎞

⎟

⎟

⎠

.

We therefore consider a neural network  ∈ 𝛶𝑊 ,𝐿(𝜎; 𝑝,𝑁ℎ). Once its trainable parameters 𝜃 are set and given 𝜇 ∈ R𝑝, the neural
network provides an output 𝑈 (𝜇; 𝜃) ∈ R𝑁ℎ . The training procedure is summarized as follows:

1. Set the discretization ℎ.
2. Select the training parameters {𝜇̃𝑗}

𝑁𝑡𝑟𝑎𝑖𝑛
𝑗=1 ⊆  .

3. For each 𝜇̃𝑗 , compute a piecewise linear finite element approximation 𝑢ℎ(𝑥; 𝜇̃𝑗 ) =
∑𝑁ℎ

𝑖=1 𝑈
𝑖
ℎ(𝜇̃𝑗 )𝜑

𝑖(𝑥) of 𝑢(𝑥; 𝜇̃𝑗 ).
4. Set the architecture of the neural network, i.e. 𝐿, 𝑊 and 𝜎. Then choose the trainable parameters 𝜃 of  ∈ 𝛶𝑊 ,𝐿(𝜎; 𝑝,𝑁ℎ)

in order to minimize 𝛷(𝜃) ∶= 𝑁𝑡𝑟𝑎𝑖𝑛
(𝑈 (⋅; 𝜃);𝑈ℎ). Here 𝑁𝑡𝑟𝑎𝑖𝑛

is defined as

𝑁𝑡𝑟𝑎𝑖𝑛
(𝑈 (⋅; 𝜃);𝑈ℎ) ∶=

1
𝑁𝑡𝑟𝑎𝑖𝑛

1
𝑁ℎ

𝑁𝑡𝑟𝑎𝑖𝑛
∑

𝑗=1

𝑁ℎ
∑

𝑖=1
𝑐𝑖𝑗 |𝑈

𝑖
 (𝜇̃𝑗 ; 𝜃) − 𝑈 𝑖

ℎ(𝜇̃𝑗 )|
2, (5)

where the coefficients 𝑐𝑖𝑗 will be defined later. In practice, the minimization problem is solved using a gradient descent
algorithm, or one of its variants [39,40]. Let 𝜃∗ denote the set of parameters returned by the optimization algorithm after
step 4. For ease of notation, we denote 𝑈 (𝜇) instead of 𝑈 (𝜇; 𝜃∗) in the sequel.

For the fixed grid approach, the training set is thus composed of the parameters {𝜇̃𝑗}
𝑁𝑡𝑟𝑎𝑖𝑛
𝑗=1 and of the corresponding solutions

{𝑈ℎ(𝜇̃𝑗 )}
𝑁𝑡𝑟𝑎𝑖𝑛
𝑗=1 . Choosing 𝑐𝑖𝑗 = 1 in (5) defines the objective function

𝓁2
𝑁𝑡𝑟𝑎𝑖𝑛

(𝑈 (⋅; 𝜃);𝑈ℎ) ∶=
1

𝑁𝑡𝑟𝑎𝑖𝑛

1
𝑁ℎ

𝑁𝑡𝑟𝑎𝑖𝑛
∑

𝑗=1

𝑁ℎ
∑

𝑖=1
|𝑈 𝑖

 (𝜇̃𝑗 ; 𝜃) − 𝑈 𝑖
ℎ(𝜇̃𝑗 )|

2, (6)

which corresponds to the classical Mean Squared Error. Choosing

𝑐𝑖𝑗 =
|𝛺(𝑥𝑖)|
𝑑 + 1

, where |𝛺(𝑥𝑖)| =
∑

𝐾∈ℎ
𝑥𝑖∈𝐾

|𝐾|

defines the objective function

𝐿2

𝑁𝑡𝑟𝑎𝑖𝑛
(𝑈 (⋅; 𝜃);𝑈ℎ) ∶=

1
𝑁𝑡𝑟𝑎𝑖𝑛

1
𝑁ℎ

𝑁𝑡𝑟𝑎𝑖𝑛
∑

𝑗=1

𝑁ℎ
∑

𝑖=1

|𝛺(𝑥𝑖)|
𝑑 + 1

|𝑈 𝑖
 (𝜇̃𝑗 ; 𝜃) − 𝑈 𝑖

ℎ(𝜇̃𝑗 )|
2. (7)

Once the network has been trained, a function 𝑢 ∶ 𝛺 ×  → R can be recovered by setting

𝑢 (𝑥;𝜇) ∶=
𝑁ℎ
∑

𝑈 𝑖
 (𝜇)𝜑𝑖(𝑥).
4

𝑖=1
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Then ∑𝑁ℎ
𝑖=1

|𝛺(𝑥𝑖)|
𝑑+1 |𝑈 𝑖

 (𝜇; 𝜃) − 𝑈 𝑖
ℎ(𝜇)|

2 corresponds to ‖𝑢ℎ(⋅;𝜇) − 𝑢 (⋅;𝜇)‖𝐿2(𝛺) approximated with the trapeze quadrature formula.

3.2. Adapted grid approach

For this second approach, a mesh adaptation algorithm is used to compute the numerical solutions, to ensure that all the latter
have an accuracy close to a preset tolerance. The finite element meshes are thus different for each parameter. We therefore cannot
approximate the discretized parameter-to-solution map 𝜇 ↦ 𝑈 (𝜇) ∈ R𝑁ℎ , without interpolating all the finite element solutions on
a common, sufficiently fine, mesh. In order to avoid interpolation procedures, the mapping approximated by the network must be
changed. In particular, its input and output dimensions must be modified: we now consider a network that takes as input both the
parameter 𝜇 and the space variable 𝑥, and outputs an approximation of 𝑢(𝑥;𝜇) ∈ R. The input and output dimensions of the network
are thus respectively given by 𝑑𝑖𝑛 = 𝑝+𝑑 and 𝑑𝑜𝑢𝑡 = 1, which amounts to considering a neural network  ∈ 𝛶𝑊 ,𝐿(𝜎; 𝑑+𝑝, 1). Remark
that in this case, the networks are independent of the finite element meshes; any 𝑥 ∈ 𝛺 could thus in theory be chosen as a training
point. Nevertheless, since the adaptive mesh algorithm is designed to add vertices in region of interest of the solution, we decided
to consider only vertices of the adapted meshes as training points. One advantage is that any interpolation issues are avoided.

Once its trainable parameters 𝜃 have been set, the network provides, for (𝑥;𝜇) ∈ R𝑑 ×R𝑝, 𝑢 (𝑥;𝜇; 𝜃) ∈ R. The training procedure
is as follows:

1. Select the training parameters {𝜇̃𝑗}
𝑁𝑡𝑟𝑎𝑖𝑛
𝑗=1 ⊆  .

2. For each 𝜇̃𝑗 , set an appropriate discretization 𝑗 of 𝛺 with piecewise linear basis functions {𝜑𝑖
𝑗}

𝑁𝑗
𝑖=1 associated to the vertices

{𝑥𝑖𝑗}
𝑁𝑗
𝑖=1. Compute a piecewise linear finite element approximation 𝑢ℎ(𝑥; 𝜇̃𝑗 ) =

∑𝑁𝑗
𝑖=1 𝑈

𝑖
ℎ(𝜇̃𝑗 )𝜑

𝑖
𝑗 (𝑥) of 𝑢(𝑥; 𝜇̃𝑗 ).

3. Set the architecture of the neural network, that is 𝐿, 𝑊 and 𝜎. Then choose the trainable parameters 𝜃 of  ∈ 𝛶𝑊 ,𝐿(𝜎; 𝑝+𝑑, 1)
in order to minimize 𝛷(𝜃) ∶= 𝑁𝑡𝑟𝑎𝑖𝑛

(𝑢 (⋅; 𝜃); 𝑢ℎ). Here 𝑁𝑡𝑟𝑎𝑖𝑛
is defined as:

𝑁𝑡𝑟𝑎𝑖𝑛
(𝑢 (⋅; 𝜃); 𝑢ℎ) ∶=

1
∑𝑁𝑡𝑟𝑎𝑖𝑛

𝑗=1 𝑁𝑗

𝑁𝑡𝑟𝑎𝑖𝑛
∑

𝑗=1

𝑁𝑗
∑

𝑖=1
𝑐𝑖𝑗 |𝑢 (𝑥𝑖𝑗 ; 𝜇̃𝑗 ; 𝜃) − 𝑢ℎ(𝑥𝑖𝑗 ; 𝜇̃𝑗 )|

2,

with the coefficients 𝑐𝑖𝑗 corresponding to those of (6) or (7). As before, we let 𝜃∗ be the set of parameters obtained by some
gradient descent type algorithm and denote 𝑢 (𝑥;𝜇; 𝜃∗) simply by 𝑢 (𝑥;𝜇) in what follows.

In this case, the training set is composed by {(𝑥𝑖𝑗 ; 𝜇̃𝑗 )
𝑁𝑗
𝑖=1}

𝑁𝑡𝑟𝑎𝑖𝑛
𝑗=1 , with the corresponding solutions {(𝑢ℎ(𝑥𝑖𝑗 ; 𝜇̃𝑗 ))

𝑁𝑗
𝑖=1}

𝑁𝑡𝑟𝑎𝑖𝑛
𝑗=1 .

In the next section we consider a model problem to test both the accuracy of the finite element method and of the neural network,
and to compare the fixed and adapted grid approaches presented above.

4. Numerical experiments

As a model problem, we consider the 2D parametric Poisson problem
{

−𝛥𝑢(𝑥;𝜇) = 𝑓 (𝑥;𝜇) 𝑥 ∈ 𝛺, 𝜇 ∈  ,

𝑢(𝑥;𝜇) = 𝑔(𝑥;𝜇) 𝑥 ∈ 𝜕𝛺, 𝜇 ∈  ,
(8)

with 𝑑 = 2, 𝛺 = [0, 10] × [0, 2], 𝑝 = 4,  = [1.5, 8.5] × [1, 10] × [100, 1000] × [0.3, 2]. Here 𝑓 and 𝑔 are such that the exact solution 𝑢 of
(8) is given by

𝑢(𝑥;𝜇) =
𝜇3
𝜋𝜇2

4

exp
{

−2𝜇−2
4 ((𝑥1 − 𝜇1)2 + 𝜇2(𝑥2 − 1)2)

}

.

Fig. 1 visualizes snapshots of the solutions for several values of the parameters 𝜇 = (𝜇1, 𝜇2, 𝜇3, 𝜇4).
This test case has been chosen since its solutions are reminiscent of the temperature fields that can be observed during laser

polishing processes. Furthermore, even if the solutions are smooth, the fact that their support is localized and that they are translated
in 𝛺 make the solution manifold hard to approximate when using linear approximation spaces, such as, e.g., reduced basis [33,34].

4.1. Fixed grid approach

4.1.1. Finite element method
The classical (isotropic) residual-based a posteriori error estimator is given, for each 𝜇 ∈  , by

𝜂2(𝑢ℎ(⋅;𝜇);𝜇) =
∑

𝐾∈ℎ

𝜂2𝐾 (𝑢ℎ(⋅;𝜇);𝜇),

see, e.g., [41], with

𝜂 (𝑢 (⋅;𝜇);𝜇) = ℎ2 ‖(𝛥𝑢 + 𝑓 )(⋅;𝜇)‖2 + 1ℎ
3
2
‖[∇𝑢 (⋅;𝜇) ⋅ 𝑛 ]‖2 , (9)
5

𝐾 ℎ 𝐾 ℎ 𝐿2(𝐾) 2 𝐾 ℎ 𝐾 𝐿2(𝜕𝐾)
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Fig. 1. Finite element solutions 𝑢ℎ(⋅;𝜇) computed on a uniform mesh of size ℎ = 0.0125. From top to bottom : 𝜇 = (2, 1, 100, 0.3), 𝜇 = (8, 10, 500, 0.3), 𝜇 = (5, 5, 1000, 2).

Table 1
Computed error of the finite element method for various values of ℎ and 𝑀 .

ℎ 𝑀 |||𝑢 − 𝑢ℎ|||2𝑀 Std𝑀 (‖𝑢 − 𝑢ℎ‖2)
Std𝑀 (‖𝑢 − 𝑢ℎ‖2)

√

𝑀
𝑒𝑖𝑀 Std𝑀 (𝑒𝑖)

0.05 500 5.51 ⋅ 10−1 2.30 1.03 ⋅ 10−1 11 2.93 ⋅ 10−1

1000 3.83 ⋅ 10−1 1.75 5.53 ⋅ 10−2 11 2.73 ⋅ 10−1

2000 7.14 ⋅ 10−1 3.40 7.60 ⋅ 10−2 11 2.89 ⋅ 10−1

4000 5.78 ⋅ 10−1 2.8 4.43 ⋅ 10−2 11 2.85 ⋅ 10−1

0.025 500 3.82 ⋅ 10−2 1.58 ⋅ 10−1 7.10 ⋅ 10−3 10.9 2.21 ⋅ 10−1

1000 4.20 ⋅ 10−2 2.07 ⋅ 10−1 6.55 ⋅ 10−3 10.9 2.00 ⋅ 10−1

2000 4.65 ⋅ 10−2 2.41 ⋅ 10−1 5.40 ⋅ 10−3 10.9 2.06 ⋅ 10−1

4000 3.83 ⋅ 10−2 1.96 ⋅ 10−1 3.10 ⋅ 10−3 10.9 2.12 ⋅ 10−1

0.0125 500 2.06 ⋅ 10−3 1.06 ⋅ 10−2 4.76 ⋅ 10−4 10.9 1.80 ⋅ 10−1

1000 2.26 ⋅ 10−3 1.17 ⋅ 10−2 3.69 ⋅ 10−4 10.9 1.75 ⋅ 10−1

2000 2.06 ⋅ 10−3 9.22 ⋅ 10−3 2.06 ⋅ 10−4 10.9 1.72 ⋅ 10−1

4000 2.46 ⋅ 10−3 1.17 ⋅ 10−2 1.86 ⋅ 10−4 10.9 1.77 ⋅ 10−1

where [∇𝑢ℎ(⋅;𝜇) ⋅ 𝑛𝐾 ] is the jump of the normal derivative across the edges of 𝜕𝐾. In order to track the sharpness of the error
estimator, we use the effectivity index

𝑒𝑖(𝜇) ∶=

(

∑

𝐾∈ℎ 𝜂
2
𝐾 (𝑢ℎ(⋅;𝜇);𝜇)

)1∕2

‖𝑢(⋅;𝜇) − 𝑢ℎ(⋅;𝜇)‖𝐿2(𝛺)
. (10)

The error of the finite element method is estimated with the setting presented in Section 2 using test sets {𝜇𝑘}𝑀𝑘=1. Numerical results
are shown in Table 1, where 𝑒𝑖𝑀 and Std𝑀 (𝑒𝑖) denote respectively the mean and the standard deviation of the set {𝑒𝑖(𝜇𝑘)}𝑀𝑘=1;
similarly Std𝑀 (‖𝑢 − 𝑢ℎ‖2) denotes the standard deviation of {‖𝑢(⋅;𝜇𝑘) − 𝑢ℎ(⋅;𝜇𝑘)‖2}𝑀𝑘=1.

First, we note that |||𝑢 − 𝑢ℎ|||2𝑀 behave as (ℎ4), as expected. Second, the mean of the effectivity index does not depend on ℎ
or 𝑀 , and its standard deviation is small; this suggest that the effectivity index depends only weakly on 𝜇. Next, for 𝑀 = 4000,
the expected error of the Monte-Carlo method (fifth column) is always one order of magnitude smaller than |||𝑢 − 𝑢ℎ|||2𝑀 ; the first
significant digit of the latter is thus correct, in expectation. Finally, Std𝑀 (‖𝑢 − 𝑢ℎ‖2) is large compared to the computed quantity
|||𝑢 − 𝑢ℎ|||2𝑀 ; the accuracy of the finite element method thus highly depends on 𝜇.

Table 2 visualizes the time needed to solve the linear system during the finite element simulations; 𝑊 𝑇 corresponds to the
wall time (Intel Core, 3.5 GHz) needed to solve the system, averaged over 2000 resolutions. As expected, 𝑊 𝑇 behaves roughly as
(𝑁

3
2
ℎ ) = (ℎ−3).

4.1.2. Neural networks
We next turn to the construction of neural networks to approximate the solution of (8), using the first of the two approaches

presented in Section 3, and therefore networks belonging to 𝛶𝑊 ,𝐿(𝜎; 4, 𝑁 ).
6

ℎ
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u
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Table 2
Wall time to solve the linear system for various values of ℎ.
ℎ 𝑁ℎ 𝑊 𝑇 [s]

0.05 9626 0.10
0.025 38 524 1.33
0.0125 154 349 10.4

Table 3
Wall time needed to evaluate neural networks of different widths, depths and output dimensions.
𝐿 𝑊 𝑁ℎ 𝑊 𝑇 [s]

2 100 9626 3.48 ⋅ 10−2

38 524 3.53 ⋅ 10−2

154 349 3.62 ⋅ 10−2

4 800 9626 3.51 ⋅ 10−2

38 524 3.60 ⋅ 10−2

8 100 9626 3.68 ⋅ 10−2

38 524 3.67 ⋅ 10−2

All the neural networks are built and trained using the opensource library Keras [40]. For this test case, we take 𝜎 = 𝑠𝑜𝑓𝑡𝑝𝑙𝑢𝑠
as activation function. The initial weights of the networks are chosen using the Glorot Normal initialization [42], which amounts to
choosing them with a normal distribution centered at 0 and whose standard deviation depends on the number of input and output
nits of the layer. The neural networks are trained with the Nadam optimizer [43], starting from a learning rate of 0.001 which
s decreased when a plateau is reached, using batches of size 32 and early stopping. The training parameters {𝜇̃𝑗}

𝑁𝑡𝑟𝑎𝑖𝑛
𝑗=1 are chosen

randomly with a uniform distribution in  . As advocated in [40], the parameters are then normalized so that all the four components
have mean zero and standard deviation one. Since we consider uniform meshes, the two objective functions 𝐿2 and 𝓁2 , defined
by (6) and (7) respectively, are similar. As we want to track the 𝐿2 error between 𝑢 and 𝑢ℎ, we use 𝐿2 to train the networks for
consistency. To estimate the error of the neural networks, we use the same test sets (that is the same 𝜇𝑘, 𝑘 = 1,… ,𝑀) that we used
to estimate the error of the finite element method |||𝑢 − 𝑢ℎ|||𝑀 .

One of the main advantages of this fixed grid approach is that, for a given 𝜇 ∈  , an approximation of 𝑢ℎ(⋅;𝜇) is obtained at
all vertices of the finite element grid in a single evaluation of the neural network. The time needed to evaluate neural networks
(averaged over 2000 evaluations) of different sizes using the graphical card Gigabyte GeForce RTX 3080 is reported in Table 3. By
comparing the results in Tables 2 and 3, we note that, for the network architectures and the mesh sizes considered here, the network
evaluation is faster than solving the linear system to obtain 𝑢ℎ.

We next test the impact of different parameters on the accuracy of the neural networks. Note that, when training several times
a neural network  ∈ 𝛶𝑊 ,𝐿(𝜎; 4, 𝑁ℎ), with fixed 𝑊 , 𝐿 and 𝜎, the variability of |||𝑢 − 𝑢ℎ|||𝑀 is typically smaller than 10% of the
value of the error itself. All the results in the sequel are thus the result of a single training phase for all neural networks.

We start by letting the architecture of the networks vary, while keeping 𝑁𝑡𝑟𝑎𝑖𝑛 = 8000 constant. The structure of the networks
depends on ℎ and the number of trainable parameters is given by

𝑁𝜃 = (𝑑𝑖𝑛 + 1)𝑊 +𝑊 (𝑊 + 1)(𝐿 − 1) + 𝑑𝑜𝑢𝑡(𝑊 + 1)
= 5𝑊 +𝑊 (𝑊 + 1)(𝐿 − 1) +𝑁ℎ(𝑊 + 1)
=∶ 𝑁 ′

𝜃 +𝑁ℎ(𝑊 + 1),

where 𝑁 ′
𝜃 corresponds to the number of trainable parameters of the hidden layers. Table 4 shows the error of neural networks

with different widths, depths and output sizes. As required, the expected error of the Monte-Carlo method (last column) is small
compared to the computed value of |||𝑢ℎ − 𝑢 |||𝑀 . We also remark that the standard deviation of ‖𝑢ℎ − 𝑢 ‖

2 is large compared to
|||𝑢 −𝑢ℎ|||2𝑀 ; the accuracy of the networks thus varies widely across the parameters space. For a fixed width (resp. depth) increasing
the depth (resp. width) allows to improve the accuracy of the networks. Nevertheless, comparing the values in Tables 1 and 4, the
error of all neural networks remains much higher than the error of the finite element method for this training set’ size.

We next set ℎ = 0.05 (𝑁ℎ = 9626) and test the impact of 𝑁𝑡𝑟𝑎𝑖𝑛 on the accuracy of the networks. Fig. 2 illustrates the numerical
results obtained. We observe that |||𝑢ℎ − 𝑢 |||

2
𝑀 behaves roughly as (𝑁−1

𝑡𝑟𝑎𝑖𝑛) for the neural networks tested here. However, even for
the largest number of training examples considered here, the error of all the neural networks considered remains higher than the
error of the finite element method.

The use of neural networks  ∈ 𝛶𝑊 ,𝐿(𝜎; 𝑝,𝑁ℎ) has thus two main drawbacks. First, all the finite element simulations must
be performed on the same grid; this implies in particular that the standard deviation of the finite element error in the parameter
domain remains large. Second, even for a large number of training examples and the larger mesh size ℎ, we are not able to reach
the same accuracy for the neural network approximation than for the finite element method. In order to overcome these drawbacks,
7

we propose, in the next section, an adapted grid approach to build the neural networks.
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Table 4
Error of neural networks for various values of 𝐿, 𝑊 and 𝑁ℎ. 𝑁𝑡𝑟𝑎𝑖𝑛 = 8000, 𝑀 = 4000.

𝐿 𝑊 𝑁 ′
𝜃 𝑁ℎ 𝑁𝜃 |||𝑢 − 𝑢ℎ|||2𝑀 Std𝑀 (‖𝑢ℎ − 𝑢 ‖

2)
Std𝑀 (‖𝑢ℎ − 𝑢 ‖

2)
√

𝑀

2 100 10 600 9626 982 826 93.3 379 6.00
38 524 3 901 524 108 450 7.12

2 200 41 200 9626 1 976 026 71.0 320 5.06
38 524 7 784 524 83.0 391 6.18

2 400 162 400 9626 4 022 426 46.4 268 4.23
38 524 15 610 524 56.7 316 4.99

4 100 30 800 9626 1 003 026 33.6 162 2.56
38 524 3 921 724 32.6 174 2.76
154 349 15 620 049 30 121 1.91

4 200 121 600 9626 2 056 426 18.6 125 1.98
38 524 7 864 924 15.8 116 1.83
154 349 31 145 749 14.9 66.6 1.05

4 400 483 200 9626 4 343 226 8.76 67.9 1.07
38 524 15 931 324 10.7 95.8 1.51
154 349 61 893 949 6.07 29.1 4.61 ⋅ 10−1

4 800 1 926 400 9626 9 636 826 5.50 53.4 8.44 ⋅ 10−1

38 524 32 784 124 6.23 65.3 1.03

8 100 71 200 9626 1 043 426 13.3 58.9 9.31 ⋅ 10−1

38 524 3 962 124 16.1 87.5 1.38

8 200 282 400 9626 2 217 226 7.76 36.4 5.76 ⋅ 10−1

38 524 8 025 724 7.01 44.9 7.10 ⋅ 10−1

8 400 1 124 800 9626 4 984 826 4.79 26.5 4.19 ⋅ 10−1

38 524 16 572 924 6.49 53.5 8.46 ⋅ 10−1

8 800 4 489 600 9626 12 200 026 2.64 20.3 3.21 ⋅ 10−1

38 524 35 347 324 3.78 34.2 5.42 ⋅ 10−1

Fig. 2. Computed error of neural networks of different sizes as a function of 𝑁𝑡𝑟𝑎𝑖𝑛 for ℎ = 0.05 and 𝑀 = 4000.

4.2. Adapted grid approach

4.2.1. Adaptive finite element method
The goal of the adaptive finite element algorithm is, given a parameter 𝜇, to build a discretization ℎ such that the error is close

to a preset tolerance 𝑇𝑂𝐿, namely

0.75 𝑇𝑂𝐿 ≤

(

‖𝑢(⋅;𝜇) − 𝑢ℎ(⋅;𝜇)‖2𝐿2(𝛺)

|𝛺|

)
1
2

≤ 1.25 𝑇𝑂𝐿.

In practice, the error is replaced by the error estimator defined in (9) and we require that

0.75 𝑇𝑂𝐿 ≤

(∑

𝐾∈ℎ 𝜂
2
𝐾 (𝑢ℎ(⋅;𝜇);𝜇)

)

1
2

≤ 1.25 𝑇𝑂𝐿.
8

|𝛺|
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Fig. 3. Finite element solution 𝑢ℎ(⋅;𝜇) and corresponding adapted mesh for 𝜇 = (5, 5, 1000, 2) and 𝑇𝑂𝐿 = 1.25.

Table 5
Computed error of the finite element method for various values of 𝑇𝑂𝐿 and 𝑀 .

𝑇𝑂𝐿 𝑀 𝑁𝑀 |||𝑢 − 𝑢ℎ|||2𝑀 Std𝑀 (‖𝑢 − 𝑢ℎ‖2)
Std𝑀 (‖𝑢 − 𝑢ℎ‖2)

√

𝑀
𝑒𝑖𝑀 Std𝑀 (𝑒𝑖)

5 500 410 1.31 ⋅ 10−1 2.86 ⋅ 10−2 1.27 ⋅ 10−3 11.3 1.02
1000 403 1.31 ⋅ 10−1 2.92 ⋅ 10−2 9.23 ⋅ 10−4 11.3 1.03
2000 409 1.31 ⋅ 10−1 2.76 ⋅ 10−2 6.18 ⋅ 10−4 11.3 1.01

2.5 500 749 3.25 ⋅ 10−2 5.97 ⋅ 10−3 2.67 ⋅ 10−4 11.4 9.10 ⋅ 10−1

1000 768 3.29 ⋅ 10−2 6.04 ⋅ 10−3 1.92 ⋅ 10−4 11.4 9.12 ⋅ 10−1

2000 767 3.31 ⋅ 10−2 6.60 ⋅ 10−3 1.48 ⋅ 10−4 11.3 9.39 ⋅ 10−1

1.25 500 1455 8.20 ⋅ 10−3 1.39 ⋅ 10−3 6.21 ⋅ 10−5 11.4 8.53 ⋅ 10−1

1000 1520 8.25 ⋅ 10−3 1.49 ⋅ 10−3 4.74 ⋅ 10−5 11.4 8.66 ⋅ 10−1

2000 1465 8.23 ⋅ 10−3 1.40 ⋅ 10−3 3.13 ⋅ 10−5 11.4 8.62 ⋅ 10−1

0.625 500 2746 2.03 ⋅ 10−3 3.00 ⋅ 10−4 1.34 ⋅ 10−5 11.5 7.89 ⋅ 10−1

1000 2813 2.03 ⋅ 10−3 3.02 ⋅ 10−4 9.55 ⋅ 10−6 11.5 7.94 ⋅ 10−1

2000 2901 2.05 ⋅ 10−3 2.99 ⋅ 10−4 6.68 ⋅ 10−6 11.5 8.00 ⋅ 10−1

The above conditions are met when, for all 𝐾 ∈ ℎ,

0.752 𝑇𝑂𝐿2 |𝛺|

𝑁2
𝐾

≤ 𝜂2𝐾 (𝑢ℎ(⋅;𝜇);𝜇) ≤ 1.252 𝑇𝑂𝐿2 |𝛺|

𝑁2
𝐾

, (11)

where 𝑁𝐾 is the number of triangles of ℎ. The mesh is adapted according to (11), with the BL2D mesh generator [44]. We use
a continuation algorithm for the tolerance, as described in [45]: if the desired tolerance is 𝑇𝑂𝐿, we start the algorithm with an
initial tolerance larger than 𝑇𝑂𝐿, and we decrease it regularly until the targeted tolerance is reached. Fig. 3 visualizes an example
of adapted mesh.

To test the accuracy of the finite element method, we randomly draw 𝑀 parameters {𝜇𝑘}𝑀𝑘=1 according to a uniform distribution,
as described in Section 2. For each 𝜇𝑘, we adapt the mesh according to (11) and denote by 𝑁𝑘 the number of vertices in the resulting
grid. As in Section 4.1, the effectivity index (10) is used to track the sharpness of the estimator. Table 5 shows the average number
of vertices

𝑁𝑀 ∶= 1
𝑀

𝑀
∑

𝑘=1
𝑁𝑘,

together with the computed finite element error |||𝑢−𝑢ℎ|||2𝑀 and the effectivity index, for various values of 𝑇𝑂𝐿 and 𝑀 . As expected,
|||𝑢− 𝑢ℎ|||2𝑀 behaves as (𝑇𝑂𝐿2) and since 𝑑 = 2, we observe that 𝑇𝑂𝐿 = (ℎ−2) = (𝑁𝑀 ). Furthermore, the mean of the effectivity
index does not depend on ℎ and 𝑀 , and its standard deviation is small across the parameters space. Also, the standard deviation
Std𝑀 (‖𝑢(⋅;𝜇) − 𝑢ℎ(⋅;𝜇)‖2) is small compared to the computed quantity |||𝑢 − 𝑢ℎ|||2𝑀 , unlike when using fixed meshes (see Table 1).
Finally, note that the expected error of the Monte-Carlo method (sixth column) is negligible compared to the computed quantity
|||𝑢 − 𝑢ℎ|||2𝑀 .

Table 6 visualizes the time needed to solve the linear system corresponding to the adapted mesh, for different tolerances and
different parameters 𝜇. Hereafter, 𝑁 denotes the number of vertices in the adapted mesh and 𝑊 𝑇 denotes the wall time needed to
solve the linear system using one CPU Intel Core, 3.5 GHz, averaged over 2000 resolutions of the system. As for the first test case,
we observe that 𝑊 𝑇 = (𝑁

3
2 ). Nevertheless, due to the mesh adaptation algorithm, the number of vertices highly depends on 𝜇,

and so does the wall time needed to solve the linear system.

4.2.2. Neural networks
We construct neural networks to approximate the solution of (8), with 𝑠𝑜𝑓𝑡𝑝𝑙𝑢𝑠 as activation function. We initialize the weights

of the networks using the Glorot Normal initialization [42]. All the networks are trained using the Nadam optimizer [43], with an
initial learning rate of 0.001, which is decreased when a plateau is reached, and early stopping. With this adapted grid approach,
the number of samples to be reviewed during the training process is equal to

𝑁𝑡𝑟𝑎𝑖𝑛
∑

𝑁𝑗 ,
9

𝑗=1
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Table 6
Wall time to solve the linear system in the last mesh iteration.
𝜇 𝑇𝑂𝐿 𝑁 𝑊 𝑇 [s]

(5, 10, 1000, 0.3) 5 2337 7.75 ⋅ 10−3

2.5 4510 2.03 ⋅ 10−2

1.25 8780 5.25 ⋅ 10−2

0.625 17 910 1.54 ⋅ 10−1

(5, 1, 100, 2) 5 23 4.2 ⋅ 10−5

2.5 37 6.5 ⋅ 10−5

1.25 70 8 ⋅ 10−5

0.625 118 1.2 ⋅ 10−4

(5, 5, 500, 1) 5 358 5.6 ⋅ 10−4

2.5 658 1.24 ⋅ 10−3

1.25 1259 3.09 ⋅ 10−3

0.625 2389 7.65 ⋅ 10−3

Fig. 4. Comparison along the axis 𝑦 = 1 of 𝑢ℎ (red, plain line) and 𝑢 , for a neural network  ∈ 𝛶 100,4(𝜎; 6, 1) trained with the 𝓁2 objective function (green,
dash-dotted line) and the 𝐿2 objective function (blue, dashed line) (𝑇𝑂𝐿 = 1.25, 𝑁𝑡𝑟𝑎𝑖𝑛 = 4000). Left: 𝜇 = (5, 1, 100, 2). Right: 𝜇 = (5, 10, 1000, 0.3).

as opposed to 𝑁𝑡𝑟𝑎𝑖𝑛 for the fixed grid approach; we thus use larger batches and set 𝑏𝑠 = 1024. Before training, we normalize the
set {(𝑥𝑖𝑗 ; 𝜇̃𝑗 )

𝑁𝑗
𝑖=1}

𝑁𝑡𝑟𝑎𝑖𝑛
𝑗=1 such that all the components have zero mean and unit standard deviation. To test the accuracy of the network,

i.e. to compute |||𝑢ℎ − 𝑢 |||𝑀 , we take the same test set {𝜇𝑘}𝑀𝑘=1 as the one used to compute |||𝑢 − 𝑢ℎ|||𝑀 in the previous paragraph,
with 𝑀 = 2000.

Since the meshes considered here are no longer uniform, the use of 𝐿2 or 𝓁2 as an objective function leads to different results.
Since we are interested in minimizing the 𝐿2(𝛺 × ) error between 𝑢 and 𝑢ℎ, we choose 𝐿2 to train the networks. This choice
implies that more weight is given in the objective function to the vertices having shape functions with a large support. The use of
𝐿2 thus allows to avoid the oscillations observed for small 𝜇3 and large 𝜇4 when 𝓁2 is used, see Fig. 4 (left). On the other hand,
it tends to decrease slightly the accuracy of the network for parameters with large 𝜇3 and small 𝜇4, see Fig. 4 (right).

In what follows, we investigate the impact that the choices of 𝐿, 𝑊 , 𝑁𝑡𝑟𝑎𝑖𝑛 and 𝑇𝑂𝐿 have on the accuracy of the networks. As
for the fixed grid approach, training several times a neural network  ∈ 𝛶𝑊 ,𝐿(𝜎; 6, 1) results in a variability of |||𝑢 − 𝑢ℎ|||𝑀 that is
typically smaller than 10% of the value of the error itself. All the results in the sequel are thus the result of a single training phase
for each neural network.

We start by setting 𝑇𝑂𝐿 = 1.25 and we let both 𝑁𝑡𝑟𝑎𝑖𝑛 and the architecture of the networks, 𝐿 and 𝑊 , vary. Numerical results
are reported in Fig. 5. We first remark that neural networks with depth 𝐿 = 2 show less accuracy than networks with 𝐿 = 4, 8. So
we restrict ourselves to deeper networks in what follows. Next, for this tolerance, the error of networks with width 𝐿 = 4, 8 start to
plateau between 𝑁𝑡𝑟𝑎𝑖𝑛 = 2000 and 𝑁𝑡𝑟𝑎𝑖𝑛 = 4000.

Based on these results, we set 𝑁𝑡𝑟𝑎𝑖𝑛 = 4000 in the sequel to test further the effect of the tolerance and of the architecture of the
networks on the error. This choice will be further discussed with the adaptive algorithm presented in Section 5. Table 7 reports the
error of neural networks with various widths and depths, and various values of 𝑇𝑂𝐿.

Several comments are in order concerning these results and their comparison with the ones obtained with the fixed grid approach
(see Table 4). First, note that – contrary to the fixed grid approach – dividing 𝑇𝑂𝐿 by two now lets the architecture of the networks
unchanged, but multiplies the average number of vertices, and thus the number of training data in 𝛺, by four. The error of the
networks |||𝑢ℎ − 𝑢 |||𝑀 is thus expected to decrease as 𝑇𝑂𝐿 decreases, which is confirmed by Fig. 6. Second, for the values of 𝐿, 𝑊
and 𝑇𝑂𝐿 considered here, increasing the size of the networks does not increase their accuracy. This suggests that the error comes
10
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Fig. 5. Error of various networks with different widths and depths, as a function of 𝑁𝑡𝑟𝑎𝑖𝑛 (𝑇𝑂𝐿 = 1.25, 𝑀 = 2000).

Table 7
Computed error of neural networks for various values of 𝐿, 𝑊 and 𝑇𝑂𝐿 (𝑁𝑡𝑟𝑎𝑖𝑛 = 4000, 𝑀 = 2000).

𝐿 𝑊 𝑁𝜃 𝑇𝑂𝐿 |||𝑢 − 𝑢ℎ|||2𝑀 Std𝑀 (‖𝑢 − 𝑢ℎ‖2)
Std𝑀 (‖𝑢 − 𝑢ℎ‖2)

√

𝑀

4 100 31 101 5 1.06 ⋅ 10−1 1.64 ⋅ 10−1 3.66 ⋅ 10−3

2.5 3.72 ⋅ 10−2 3.90 ⋅ 10−1 8.73 ⋅ 10−3

1.25 8.64 ⋅ 10−3 1.96 ⋅ 10−2 4.38 ⋅ 10−4

0.625 3.10 ⋅ 10−3 2.81 ⋅ 10−3 6.26 ⋅ 10−5

4 200 122 201 5 9.97 ⋅ 10−2 1.80 ⋅ 10−2 4.03 ⋅ 10−4

2.5 2.75 ⋅ 10−2 2.22 ⋅ 10−2 4.97 ⋅ 10−4

1.25 8.18 ⋅ 10−3 1.30 ⋅ 10−2 2.91 ⋅ 10−4

0.625 2.84 ⋅ 10−3 2.36 ⋅ 10−3 5.28 ⋅ 10−5

4 400 484 401 5 9.93 ⋅ 10−2 1.98 ⋅ 10−2 4.44 ⋅ 10−4

2.5 3.08 ⋅ 10−2 7.83 ⋅ 10−2 1.75 ⋅ 10−3

1.25 9.01 ⋅ 10−3 4.70 ⋅ 10−2 1.05 ⋅ 10−3

0.625 2.78 ⋅ 10−3 2.16 ⋅ 10−3 4.83 ⋅ 10−5

8 100 71 501 5 9.90 ⋅ 10−2 1.66 ⋅ 10−2 3.72 ⋅ 10−4

2.5 2.70 ⋅ 10−2 4.24 ⋅ 10−2 9.48 ⋅ 10−4

1.25 7.71 ⋅ 10−3 2.25 ⋅ 10−2 5.03 ⋅ 10−4

0.625 2.55 ⋅ 10−3 1.40 ⋅ 10−3 3.13 ⋅ 10−5

8 200 283 001 5 9.70 ⋅ 10−2 1.39 ⋅ 10−2 3.11 ⋅ 10−4

2.5 2.76 ⋅ 10−2 4.78 ⋅ 10−2 1.07 ⋅ 10−3

1.25 7.68 ⋅ 10−3 9.70 ⋅ 10−3 2.17 ⋅ 10−4

0.625 2.56 ⋅ 10−3 1.29 ⋅ 10−3 2.89 ⋅ 10−5

8 400 1 126 001 5 1.06 ⋅ 10−1 2.43 ⋅ 10−2 5.48 ⋅ 10−4

2.5 2.71 ⋅ 10−2 4.70 ⋅ 10−2 1.05 ⋅ 10−3

1.25 8.08 ⋅ 10−3 1.01 ⋅ 10−2 2.26 ⋅ 10−4

0.625 2.52 ⋅ 10−3 2.23 ⋅ 10−3 4.98 ⋅ 10−5

mainly from the training procedure, and not from the structure of the networks itself. Third, we emphasize that – as illustrated in
Fig. 6 – the two errors |||𝑢 − 𝑢ℎ|||2𝑀 and |||𝑢ℎ − 𝑢 |||

2
𝑀 are comparable for large enough neural networks (for all tolerances tested).

Nevertheless, the standard deviation of the neural networks error is larger than the standard deviation of the finite element error.
Finally, the expected error of the Monte-Carlo method (last column) is one order of magnitude smaller than the computed value of
|||𝑢ℎ − 𝑢 |||

2
𝑀 , for 𝑇𝑂𝐿 = 1.25, 0.625 and for all the neural networks considered.

We compare now the time needed to evaluate one neural network with the time needed to solve the linear system (see Table 6).
We consider the networks  ∈ 𝛶 400,4(𝜎; 6, 1) obtained for the different tolerances 𝑇𝑂𝐿, and evaluate them by batches of size
𝑏𝑠 = 1024. Table 8 visualizes the results, with a wall time being averaged over 2000 evaluations and 𝑁 denoting the number of
vertices in the finite element mesh.

We note that evaluating the network in all the grid points takes more time than solving the linear system for this test case.
Nevertheless, this evaluation time does not depend on the underlying PDE, and, when considering more complex PDEs, we expect
that evaluating the neural network would be faster than to solve the (possibly nonlinear) system.

Since the analytical solution 𝑢 is known for this test case, |||𝑢−𝑢 |||𝑀 , |||𝑢−𝑢ℎ|||𝑀 and |||𝑢ℎ−𝑢 |||𝑀 can also be directly compared.
Numerical results for networks with different architectures and 𝑇𝑂𝐿 = 1.25, 0.625 are reported in Table 9.
11
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Table 8
Time to evaluate  ∈ 𝛶 400,4(𝜎; 6, 1) on the finite element mesh.
𝜇 𝑇𝑂𝐿 𝑁 𝑊 𝑇 [s]

(5, 10, 1000, 0.3) 5 2337 4.72 ⋅ 10−2

2.5 4510 5.25 ⋅ 10−2

1.25 8780 6.2 ⋅ 10−2

0.625 17 910 8.85 ⋅ 10−2

(5, 1, 100, 2) 5 23 4 ⋅ 10−2

2.5 37 4 ⋅ 10−2

1.25 70 4 ⋅ 10−2

0.625 118 4 ⋅ 10−2

(5, 5, 500, 1) 5 358 4 ⋅ 10−2

2.5 658 4.04 ⋅ 10−2

1.25 1259 4.47 ⋅ 10−2

0.625 2389 4.79 ⋅ 10−2

Fig. 6. Error of neural networks with different widths and depths as a function of 𝑇𝑂𝐿, for 𝑁𝑡𝑟𝑎𝑖𝑛 = 4000 and 𝑀 = 2000.

Table 9
Comparison of |||𝑢− 𝑢ℎ|||𝑀 , |||𝑢ℎ − 𝑢 |||𝑀 , |||𝑢− 𝑢 |||𝑀 for various architectures of networks and different tolerances 𝑇𝑂𝐿 (𝑀 = 2000).
𝑇𝑂𝐿 |||𝑢 − 𝑢ℎ|||𝑀 𝐿 𝑊 |||𝑢ℎ − 𝑢 |||𝑀 |||𝑢 − 𝑢 |||𝑀

4 100 0.0929 0.0649
4 200 0.0904 0.0606

1.25 0.0907 4 400 0.0948 0.0680
8 100 0.0878 0.0594
8 200 0.0876 0.0514
8 400 0.0899 0.0562

4 100 0.0557 0.0440
4 200 0.0533 0.0406

0.625 0.0453 4 400 0.0527 0.0400
8 100 0.0505 0.0368
8 200 0.0506 0.0373
8 400 0.0502 0.0370

First, we note that |||𝑢 − 𝑢 |||𝑀 decreases as the tolerance decreases, which is a consequence of having both more precise and
more numerous training data. Next, we have in any cases |||𝑢 − 𝑢 |||𝑀 ≤ |||𝑢 − 𝑢ℎ|||𝑀 + |||𝑢ℎ − 𝑢 |||𝑀 , as expected. Finally, we remark
that 𝑢 seems to act as a post-processing of 𝑢ℎ, yielding on average a slightly better approximation of 𝑢 than 𝑢ℎ itself.

Numerical results in Table 9 give insights only on the average accuracy of 𝑢 across the parameters space. In Fig. 7, we thus
compare 𝑢(⋅;𝜇), 𝑢ℎ(⋅;𝜇) and 𝑢 (⋅;𝜇) for given parameters 𝜇, in particular for extreme parameters that lie on the boundary of  . We
note that, in all cases, 𝑢 (⋅;𝜇) gives an accurate approximation of the exact solution 𝑢(⋅;𝜇).

5. An adaptive algorithm for the number of training samples

The previous numerical experiments estimate a posteriori the error of a neural network trained with a given number of samples. In
what follows, we discuss an algorithm that, given a (small) initial training set, incrementally increases the number of training samples
in order to ensure that the overall error |||𝑢−𝑢 |||

2 is smaller than some preset tolerance 𝜖2. Using |||𝑢−𝑢 |||

2 ≤ 2(|||𝑢−𝑢ℎ|||2+|||𝑢ℎ−𝑢 |||

2),
the idea is, on the one hand, to choose the tolerance 𝑇𝑂𝐿 of the mesh adaptation algorithm in such a way that |||𝑢 − 𝑢 |||

2 ≤ 𝜖2∕4
12
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Fig. 7. Comparison of 𝑢 (red, dashed line), 𝑢ℎ (green, dash-dotted line) and 𝑢 (blue, plain line) along the axis 𝑦 = 1 for a neural network  ∈ 𝛶 400,4(𝜎; 6, 1)
trained with 𝑁𝑡𝑟𝑎𝑖𝑛 = 4000 examples and 𝑇𝑂𝐿 = 1.25. From left to right: 𝜇 = (1.5, 1, 100, 2), (5, 5.5, 550, 1.15), (5, 10, 1000, 0.3), (8.5, 1, 1000, 0.3).

and, on the other hand, to increase the size of the training set until |||𝑢ℎ−𝑢 |||

2 ≤ 𝜖2∕4. Note that, in order to ensure |||𝑢−𝑢ℎ|||2 ≤ 𝜖2∕4
using the adaptive algorithm given in Section 4.2.1, one needs to choose 𝑇𝑂𝐿2 = 𝜖2𝑒𝑖2∕4, where 𝑒𝑖 is the effectivity index defined
in (10). According to Table 5, we take 𝑒𝑖 = 11.4 in what follows. Given 𝜖, an initial number of samples 𝑁1

𝑡𝑟𝑎𝑖𝑛, a maximum number
of iterations 𝑘𝑚𝑎𝑥, and the number of samples to be added at each iterations 𝑁𝑎𝑑𝑑 , the algorithm is fully described in Algorithm 1.

Algorithm 1 An adaptive algorithm to control 𝑁𝑡𝑟𝑎𝑖𝑛

Require: 𝜖, 𝑁1
𝑡𝑟𝑎𝑖𝑛, 𝑘𝑚𝑎𝑥, 𝑁𝑎𝑑𝑑 , a test set {𝜇𝑘}𝑀𝑘=1, and a given architecture of the neural network.

Set 𝑘 = 1, err = 𝜖2, 𝑁0
𝑡𝑟𝑎𝑖𝑛 = 0

while err > 𝜖2

4
and 𝑘 ≤ 𝑘𝑚𝑎𝑥 do

Select randomly the parameters 𝜇̃𝑗 , 𝑗 = 𝑁𝑘−1
𝑡𝑟𝑎𝑖𝑛+1,… , 𝑁𝑘

𝑡𝑟𝑎𝑖𝑛

Compute the FE solutions 𝑢ℎ(⋅; 𝜇̃𝑗 ), 𝑗 = 𝑁𝑘−1
𝑡𝑟𝑎𝑖𝑛+1,… , 𝑁𝑘

𝑡𝑟𝑎𝑖𝑛 using (11) with 𝑇𝑂𝐿2 = 𝜖2𝑒𝑖2

4
Train the neural network in order to obtain 𝑢𝑘
Compute err = |||𝑢𝑘 − 𝑢ℎ|||2𝑀
Set 𝑁𝑘+1

𝑡𝑟𝑎𝑖𝑛 = 𝑁𝑘
𝑡𝑟𝑎𝑖𝑛 +𝑁𝑎𝑑𝑑

Set 𝑘 = 𝑘 + 1
end while

Note that the neural network is re-trained at each iteration of the algorithm (for a network  ∈ 𝛶 200,4(𝜎; 6, 1) and 𝑇𝑂𝐿 = 1.25,
the training typically takes between around 30 minutes (𝑁𝑡𝑟𝑎𝑖𝑛 = 500) and 2.5 h (𝑁𝑡𝑟𝑎𝑖𝑛 = 4000)). This algorithm performs thus well
when the training times are negligible compared to the time needed to perform new numerical simulations, which is for example
the case in the context of laser melting [27]. In this situation, an additive increase of the training parameters is beneficial, in order
to perform as few numerical simulations as possible. We test here the algorithm for the Poisson problem as a proof of concept.

Table 10 visualizes the evolution of |||𝑢ℎ − 𝑢𝑘 |||

2
𝑀 during the iterations of Algorithm 1 for 𝜖 = 0.2, when different values of 𝑁𝑎𝑑𝑑

and 𝑁1
𝑡𝑟𝑎𝑖𝑛 are chosen (𝑘𝑚𝑎𝑥 = 15). Note that, for the sake of consistency, we have computed |||𝑢𝑘 −𝑢ℎ|||2𝑀 using the same test set of size

𝑀 = 2000 as in Section 4.2. We first remark that the algorithm is able to ensure the given accuracy before reaching the maximum
number of iterations, and this for all starting points 𝑁1

𝑡𝑟𝑎𝑖𝑛 and increments 𝑁𝑎𝑑𝑑 . Furthermore, we note that the final number of
training samples is between 2000 and 4000 in all cases, which is coherent with the numerical results obtained in Section 4.2 (see
Table 7 and Fig. 5).

We next set 𝑁𝑎𝑑𝑑 = 𝑁1
𝑡𝑟𝑎𝑖𝑛 = 500 and test the algorithm for different values of 𝜖. Table 11 visualizes the numerical results. For

validation purposes, we use here the same test set of size 𝑀 = 2000 to check the stopping criterion. Note however that we obtain
similar results and behavior when using a smaller, cheaper, test set with 𝑀 = 500 for instance.

For the three values of 𝜖 tested here, the adaptive algorithm stops before the maximum number of iterations and is able to ensure
that |||𝑢 − 𝑢 |||

2 < 𝜖2∕4, as desired.
13
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Table 10
Error of a neural network  ∈ 𝛶 200,4(𝜎; 6, 1) at each iteration of the continuation algorithm, for different values of 𝑁𝑎𝑑𝑑 , 𝑁1

𝑡𝑟𝑎𝑖𝑛
and 𝜖 = 0.2. 𝑀 = 2000.

𝑁1
𝑡𝑟𝑎𝑖𝑛 = 1000, 𝑁𝑎𝑑𝑑 = 1000

𝑘 = 1 𝑘 = 2 𝑘 = 3

𝑁𝑘
𝑡𝑟𝑎𝑖𝑛 1000 2000 3000

|||𝑢𝑘 − 𝑢ℎ|||2𝑀 2.64 ⋅ 10−2 1.11 ⋅ 10−2 9.76 ⋅ 10−3

𝜖2∕4 1 ⋅ 10−2

𝑇𝑂𝐿 1.25
|||𝑢 − 𝑢ℎ|||2𝑀 8.23 ⋅ 10−3

𝑁1
𝑡𝑟𝑎𝑖𝑛 = 500, 𝑁𝑎𝑑𝑑 = 500

𝑘 = 1 𝑘 = 2 𝑘 = 3 𝑘 = 4 𝑘 = 5 𝑘 = 6

𝑁𝑘
𝑡𝑟𝑎𝑖𝑛 500 1000 1500 2000 2500 3000

|||𝑢𝑘 − 𝑢ℎ|||2𝑀 2.05 ⋅ 10−1 1.93 ⋅ 10−2 1.43 ⋅ 10−2 1.21 ⋅ 10−2 1.03 ⋅ 10−2 9.25 ⋅ 10−3

𝜖2∕4 1 ⋅ 10−2

𝑇𝑂𝐿 1.25
|||𝑢 − 𝑢ℎ|||2𝑀 8.23 ⋅ 10−3

𝑁1
𝑡𝑟𝑎𝑖𝑛 = 500, 𝑁𝑎𝑑𝑑 = 250

𝑘 = 1 𝑘 = 2 𝑘 = 3 𝑘 = 4 𝑘 = 5

𝑁𝑘
𝑡𝑟𝑎𝑖𝑛 500 750 1000 1250 1500

|||𝑢𝑘 − 𝑢ℎ|||2𝑀 3.48 ⋅ 10−1 6.05 ⋅ 10−2 2.41 ⋅ 10−2 1.72 ⋅ 10−2 1.45 ⋅ 10−2

𝑘 = 6 𝑘 = 7 𝑘 = 8 𝑘 = 9 𝑘 = 10

𝑁𝑘
𝑡𝑟𝑎𝑖𝑛 1750 2000 2250 2500 2750

|||𝑢𝑘 − 𝑢ℎ|||2𝑀 1.24 ⋅ 10−2 1.16 ⋅ 10−2 1.05 ⋅ 10−2 1.02 ⋅ 10−2 9.80 ⋅ 10−3

𝜖2∕4 1 ⋅ 10−2

𝑇𝑂𝐿 1.25
|||𝑢 − 𝑢ℎ|||2𝑀 8.23 ⋅ 10−3

Table 11
Error of a neural network  ∈ 𝛶 200,4(𝜎; 6, 1) at each iteration of the continuation algorithm, for different values of 𝜖.
𝑁1

𝑡𝑟𝑎𝑖𝑛 = 𝑁𝑎𝑑𝑑 = 500.

𝜖 = 0.4

𝑘 = 1 𝑘 = 2 𝑘 = 3 𝑘 = 4 𝑘 = 5 𝑘 = 6

𝑁𝑘
𝑡𝑟𝑎𝑖𝑛 500 1000 1500 2000 2500 3000

|||𝑢𝑘 − 𝑢ℎ|||2𝑀 3.64 ⋅ 10−1 6.71 ⋅ 10−2 5.51 ⋅ 10−2 5.11 ⋅ 10−2 4.70 ⋅ 10−2 3.65 ⋅ 10−2

𝜖2∕4 4 ⋅ 10−2

𝑇𝑂𝐿 2.5
|||𝑢 − 𝑢ℎ|||2𝑀 3.31 ⋅ 10−2

𝜖 = 0.2

𝑘 = 1 𝑘 = 2 𝑘 = 3 𝑘 = 4 𝑘 = 5

𝑁𝑘
𝑡𝑟𝑎𝑖𝑛 500 1000 1500 2000 2500

|||𝑢𝑘 − 𝑢ℎ|||2𝑀 2.32 ⋅ 10−1 1.80 ⋅ 10−2 1.29 ⋅ 10−2 1.01 ⋅ 10−2 9.45 ⋅ 10−3

𝜖2∕4 1 ⋅ 10−2

𝑇𝑂𝐿 1.25
|||𝑢 − 𝑢ℎ|||2𝑀 8.23 ⋅ 10−3

𝜖 = 0.1

𝑘 = 1 𝑘 = 2 𝑘 = 3 𝑘 = 4 𝑘 = 5 𝑘 = 6 𝑘 = 7

𝑁𝑘
𝑡𝑟𝑎𝑖𝑛 500 1000 1500 2000 2500 3000 3500

|||𝑢𝑘 − 𝑢ℎ|||2𝑀 9.47 ⋅ 10−2 1.02 ⋅ 10−2 7.53 ⋅ 10−3 5.30 ⋅ 10−3 4.46 ⋅ 10−3 4.09 ⋅ 10−3 3.17 ⋅ 10−3

𝑘 = 8 𝑘 = 9 𝑘 = 10 𝑘 = 11 𝑘 = 12 𝑘 = 13

𝑁𝑘
𝑡𝑟𝑎𝑖𝑛 4000 4500 5000 5500 6000 6500

|||𝑢𝑘 − 𝑢ℎ|||2𝑀 2.90 ⋅ 10−3 2.76 ⋅ 10−3 2.65 ⋅ 10−3 2.61 ⋅ 10−3 2.51 ⋅ 10−3 2.43 ⋅ 10−3

𝜖2∕4 2.5 ⋅ 10−3

𝑇𝑂𝐿 0.625
|||𝑢 − 𝑢ℎ|||2𝑀 2.05 ⋅ 10−3
14
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f

T

6. Construction of a parameter-dependent mesh

Finally, in order to complete the implementation of the proposed algorithm, one has to evaluate the mapping (𝑥, 𝜇) → 𝑢 (𝑥;𝜇)
or several values of 𝑥 in order to compute the solution 𝑢 (⋅;𝜇) in the whole domain 𝛺. For a given value of the parameter 𝜇,

we thus need to construct a discretization on which to evaluate the neural network, and this without computing the corresponding
finite element solution 𝑢ℎ(⋅;𝜇). For this purpose, we advocate hereafter an algorithm based on 𝐿2(𝛺)-projections.

Consider a discretization ℎ of 𝛺 and let 𝑉ℎ be the usual finite element space of continuous, piecewise linear functions on ℎ.
The 𝐿2(𝛺)-projection onto 𝑉ℎ of a function 𝑔 ∈ 𝐿2(𝛺) is denoted by 𝛱ℎ𝑔 ∈ 𝑉ℎ, and defined by

∫𝛺
(𝛱ℎ𝑔)𝑣ℎ = ∫𝛺

𝑔𝑣ℎ ∀𝑣ℎ ∈ 𝑉ℎ.

For every 𝑤ℎ ∈ 𝑉ℎ, we have

‖𝑔 −𝛱ℎ𝑔‖
2
𝐿2(𝛺)

= ∫𝛺
(𝑔 −𝛱ℎ𝑔)(𝑔 −𝑤ℎ) ≤ ‖𝑔 −𝛱ℎ𝑔‖𝐿2(𝛺)‖𝑔 −𝑤ℎ‖𝐿2(𝛺),

so that

‖𝑔 −𝛱ℎ𝑔‖𝐿2(𝛺) ≤ ‖𝑔 −𝑤ℎ‖𝐿2(𝛺) ∀𝑤ℎ ∈ 𝑉ℎ.

In particular, taking 𝑤ℎ = 𝛱ℎ𝑔+𝑅ℎ(𝑔 −𝛱ℎ𝑔), where 𝑅ℎ denotes the Clément interpolant, we obtain [46]

‖𝑔 −𝛱ℎ𝑔‖
2
𝐿2(𝛺)

≤ ‖𝑔 −𝛱ℎ𝑔 − 𝑅ℎ(𝑔 −𝛱ℎ𝑔)‖2𝐿2(𝛺)

≤
∑

𝐾∈
‖𝑔 −𝛱ℎ𝑔 − 𝑅ℎ(𝑔 −𝛱ℎ𝑔)‖2𝐿2(𝐾)

≤ 𝐶
∑

𝐾∈
ℎ2𝐾‖∇(𝑔 −𝛱ℎ𝑔)‖2𝐿2(𝛥𝐾)

,

where 𝛥𝐾 is the set of triangles sharing a vertex with 𝐾 and 𝐶 is a constant independent of ℎ and 𝑔 (but depending on the mesh
aspect ratio). We apply a Zienkiewicz–Zhu post-processing [47–49] to approximate ∇𝑔 by 𝐺𝑍𝑍𝑔 ∈ 𝑉ℎ, which is defined, for any
vertex 𝑥 ∈ ℎ by

𝐺𝑍𝑍𝑔(𝑥) ∶=

∑

𝐾∈ℎ ,𝑥∈𝐾 |𝐾|

(

∇𝛱ℎ𝑔
)

|𝐾
∑

𝐾∈ℎ ,𝑥∈𝐾 |𝐾|

.

For a given tolerance 𝑡𝑜𝑙, we then want to build a mesh ℎ such that

0.75 𝑡𝑜𝑙 ≤

(∑

𝐾∈ℎ ℎ
2
𝐾‖𝐺

𝑍𝑍𝑔 − ∇𝛱ℎ𝑔‖𝐿2(𝐾)

|𝛺|

)

1
2

≤ 1.25 𝑡𝑜𝑙.

he above conditions are met when, for all 𝐾 ∈ ℎ,

0.752 𝑡𝑜𝑙2
|𝛺|

𝑁2
𝐾

≤ ℎ2𝐾‖𝐺
𝑍𝑍𝑔 − ∇𝛱ℎ𝑔‖𝐿2(𝐾) ≤ 1.252 𝑡𝑜𝑙2

|𝛺|

𝑁2
𝐾

, (12)

where 𝑁𝐾 is the number of triangles of ℎ. For a given 𝜇, the condition (12) is used to build a discretization adapted to 𝑔 = 𝑢 (⋅;𝜇).
This discretization depends only on the solution 𝑔 to display, but not on the underlying PDE anymore.

Let us consider the neural network  ∈ 𝛶 400,4(𝜎; 6, 1) trained with finite element simulations performed with 𝑇𝑂𝐿 = 1.25, and
let us use the above algorithm with 𝑔 = 𝑢 (⋅;𝜇), for various values of 𝜇. Table 12 visualizes results obtained with 𝑡𝑜𝑙 = 0.3125, and
compare them to the ones obtained with the finite element method. Note that we take two different tolerances: 𝑇𝑂𝐿 for computing
𝑢ℎ satisfying (11), and 𝑡𝑜𝑙 to build a mesh satisfying (12) (with 𝑔 = 𝑢 ), since the effectivity index of the two error indicators
are different. The times reported correspond to wall times obtained to perform the whole adaptation algorithms (as opposed to
Table 6, where only the last iteration is considered) when solving the linear systems using a CPU Intel Core, 3.5 GHz and evaluating
the networks on a graphical card Gigabyte GeForce RTX 3080. Fig. 8 illustrates the comparison of meshes obtained with the finite
element and the 𝐿2(𝛺)− projection algorithms.

In this case, solving the underlying PDE is relatively simple and fast. Thus, generating the mesh using the 𝐿2(𝛺)-projection
takes more time than using the finite element method. However, the 𝐿2(𝛺)-projection presented here can be used indifferently for
any differential equation, once a network has been trained. We thus expect it to perform well when a more involved and possibly
non-linear PDE is considered.

7. Conclusion

We have proposed a data-driven, adaptive finite element—neural network method to approximate the solution of parametric
PDEs. The method uses data from finite element simulations to train a deep neural network, that can then be used to approximate
the solution of the PDE.

By considering first a fixed finite-element grid approach combined with a neural network used to approximate the discretized
15

parameter-to-solution map, we have observed that this method shows limitation in term of error control. By considering an adaptive
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Table 12
Comparison of meshes adapted according to (11) and (12) for various values of 𝜇. The times reported correspond to the wall-times
needed to perform the whole adaptation algorithms.
𝜇 Finite elements 𝐿2(𝛺) projection with 𝑢

𝑁ℎ ‖𝑢 − 𝑢ℎ‖2 𝑊 𝑇 [s] 𝑁ℎ ||𝑢 − 𝑢 ||

2 𝑊 𝑇 [s]

(5, 10, 1000, 0.3) 8780 1.90 ⋅ 10−2 10.3 10 654 8.92 ⋅ 10−2 18.6
(5, 1, 100, 2) 70 8.73 ⋅ 10−3 2.16 70 9.41 ⋅ 10−3 5.62
(5, 1, 1000, 2) 485 1.09 ⋅ 10−2 2.71 625 1.92 ⋅ 10−2 6.21
(5, 10, 100, 0.3) 942 2.77 ⋅ 10−2 3.52 1179 4.90 ⋅ 10−2 7.19
(5, 5, 500, 1) 1259 7.11 ⋅ 10−3 3.68 1473 5.80 ⋅ 10−3 7.54
(5, 5, 1000, 1) 2356 7.64 ⋅ 10−3 4.61 2852 9.13 ⋅ 10−3 9.48
(5, 5, 500, 0.3) 4074 1.13 ⋅ 10−2 6.18 5047 1.91 ⋅ 10−2 11.7

Fig. 8. Comparison of meshes obtained with the finite element method and the 𝐿2(𝛺)-projection algorithm. Top: meshes adapted according to (11). Bottom:
meshes adapted according to (12).

finite-element method combined with a neural network used to approximate the function (𝑥;𝜇) ↦ 𝑢(𝑥;𝜇), we have concluded that this
new approach allows to balance the neural network error and the error of the finite element method. Finally, an adaptive algorithm
to control the size of the training set has been proposed, in order to ensure that the overall error is below a given tolerance 𝜖.
A parameter-dependent grid reconstruction allowing the reconstruction of the final neural network solution independently of the
underlying PDE has also been proposed.

Perspectives for future work include the application of the present method to more complex PDEs, with possibly non smooth
solutions, as well as the study of a criterion to better choose the parameters in the training set.
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