
2360 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 17, 2024

Drone With Integrated Moving Baseline System and
Time-Domain Autofocus Algorithm for

High-Resolution SAR Images
Peter Brotzer , Member, IEEE, Daniel Henke , David Small , Senior Member, IEEE, Emiliano Casalini ,

Sébastien Guillaume , Rolf Vogt, and Elías Méndez Domínguez , Member, IEEE

Abstract—The demand for drone-based synthetic aperture
radar (SAR) systems is growing, especially for applications in cases
where satellites or airborne systems are not sufficiently flexible.
However, the combination of a long operating range and high
spatial resolution causes the atmosphere to pose challenges for these
systems. In this article, we present our K-band drone system that
has a long range sensibility through modification to a commercially
available radar. In addition, a moving baseline configuration has
been integrated to ensure accurate attitude data, especially the
heading. The desired spatial resolution is achieved by our proposed
autofocus algorithm based on image sharpness. It is designed to
also work in challenging cases of nonlinear flight paths and can be
integrated into a processing framework based on back-projection.
Several experiments were conducted to demonstrate the drone sys-
tem’s capabilities. These included a comparison with an established
airborne radar: MIRANDA35. The obtained results demonstrate
the ability of the drone SAR system to map wide areas at high
spatial resolution.

Index Terms—Autofocus, drone, frequency-modulated
continuous wave (FMCW), K-band, synthetic aperture radar
(SAR), uncrewed aerial vehicle.

I. INTRODUCTION

DRONE-BASED synthetic aperture radar (SAR) drone
systems open up possibilities where airborne systems and

satellite systems are less suitable. The flexible flight paths of
drones allow the optimization of data acquisition patterns over
areas of interest. Multiaspect imaging of objects, time series with
high repetition rates, and independence from third parties begin
the list of notable benefits. In addition, their comparatively low
flight altitude makes it relatively straightforward to use high-
frequency radars. Due to the commercial availability of small,
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frequency-modulated continuous-wave (FMCW) radars, SAR
systems can be cost-effectively integrated on drones. Neverthe-
less, certain tradeoffs between sensor quality and drone payload
are necessary. The required high-precision inertial measurement
units (IMUs) for high-resolution SAR systems are often too
heavy or costly to integrate into commercial off-the-shelf drone
systems. Software-based solutions for focusing are, therefore,
widely used, though their applicability can depend on the char-
acteristics of a specific scene [1]. Another limitation may arise
due to the transmission power of the radar. Enhanced power
supplies would be required for mapping distant objects with a
sufficient signal-to-noise ratio.

Although drone-based SAR is still a relatively new research
area, several research groups have proposed hardware setups and
experimentally demonstrated various applications. For example,
it has been shown that ground-penetrating SAR drones can be
used to detect land mines [2], [3], [4]. Another wide range of ap-
plications falls in the category of differential SAR interferome-
try [5], [6], [7]. With a triband SAR system (C-,L-, andP -bands)
on their drone, Oré et al. [8] were able to predict the harvest
date and the productivity of sugarcane. They can cover wide
ranges; however, they used lower frequencies specifically to fit
their application to natural targets. A low-cost high-resolution
FMCW SAR drone operating at 77-GHz central frequency with
a 1-GHz range bandwidth that did not use a dedicated inertial
navigation system (INS) or a global positioning system (GPS)
was presented by Bekar et al. [9]. They achieved a cross-range
resolution of 2 cm at short ranges. While this is an impressive
result, often it is preferable to cover a wider area. A robust
autofocus method without using GPS data for their Ka-band,
2-GHz bandwidth octocopter, was presented by Liu et al. [10].
Results were shown using data acquired at flight altitudes up to
120 m with an antenna depression angle of 45◦. While they were
able to cover a wide area, the lack of an autofocus method leads to
a resolution that could be improved. A demonstration of simulta-
neous localization and imaging with their FUSAR-Ku drone was
provided by Luomei et al. [11]. An azimuth resolution of 10 cm
was achieved with simultaneous centimeter-to-decimeter 3-D
self-positioning accuracy. A restricting factor could be its usage
of 7 × 7 grid point targets with a spacing of 25 m to derive the
position errors. This approach works well at the altitude of 450 m
but might be a problem for drones flying at lower altitudes. With
their smallC-band uncrewed-aerial-vehicle-based SAR system,
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Svedin et al. [12] investigated, among other things, the influence
of attitude data on image quality. However, their low-cost IMU
was not able to provide accurate enough attitude data for the
zigzag trajectory of the drone.

In this article, we introduce aK-band SAR drone with several
state-of-the-art hardware extensions and demonstrate how to
focus high-quality SAR images using an advanced autofocus
algorithm. On the hardware side, we rely on a modified FMCW
Radarbook2 sensor [13] operating at 24 GHz with a bandwidth
of 700 MHz. We improved the system by installing a power
amplifier so that the adjustable transmit power can reach up
to 30.5 dBm. This allows one to map objects at a distance
of up to 400 m. Another innovative concept of the hardware
setup is a moving baseline navigation system consisting of
four differential global navigation satellite system (DGNSS)
receivers and an INS. It serves as a reliable, lightweight, and
cost-effective alternative to a high-end IMU. Such a setup could
be beneficial for lightweight systems like in [12]. On the software
side, we suggest a combination of an optimal-path-based solu-
tion [14], [15] and a modified version of Ash’s autofocus [16]
to further improve image quality. A big advantage of this fo-
cusing algorithm is that it can be integrated in a time-domain
back-projection (TDBP) processing scheme, producing images
in map geometry. Already by design, nonlinear flight paths can
be handled easier with TDBP [17]. A contrast-based method was
chosen, as it serves as a reliable estimator independent of size of
the positioning error and the flight altitude. Phase-based methods
tend to work only for small errors. By applying the optimal path
solution, we compensate for larger errors that could not other-
wise be dealt with by Ash’s method alone. We demonstrate the
accuracy of our system and the developed autofocus algorithm in
several experiments, including a comparison with MIRANDA35
airborne data [18]. The azimuth and range resolutions reach
values up to 2.3 and 19 cm, respectively, which are close to
the system’s theoretical values.

The rest of this article is organized as follows. In Section II,
the hardware setup of the SAR drone is described, and the exper-
imental setups are presented. This is followed by the methods in
Section III. Each of the experiments is described in Section IV,
followed by its results. Discussion of the results is given in
Section V. Finally, Section VI concludes this article.

II. HARDWARE

The drone has several components for different tasks. We first
describe the radar and its characteristics, followed by the drone’s
navigation system and the optical camera.

A. Radar

The modified FMCW K-band Radarbook2 radar is mounted
on a DJI Matrice 600 Pro drone, as shown in Fig. 1. It operates
at 24 GHz with a range bandwidth of 700 MHz. Additional
properties are summarized in Table I. The standard version
of the Radarbook2 features two patch antenna arrays with a
transmission power of 18 dBm. To increase the signal strength
up to 30.5 dBm, a front-end amplifier was connected to an
external power amplifier. The gain can be varied stepwise,

Fig. 1. K-band SAR drone platform with the moving baseline system and the
optical camera.

TABLE I
SYSTEM PARAMETERS OF SAR PLATFORMS

between being switched OFF up to the mentioned maximum.
As the amplifier has a power consumption of 7 W, the heat
generated is dissipated with a small lightweight heat sink. As
a new transmitting antenna, a horn antenna is used. The reason
for this is that the voltage standing wave ratio of patch antennas
is not small enough for the amplifier. With an amplifier power
of 30.5 dBm and an antenna gain of 20.3 dB, an equivalent
isotropically radiated power (EIRP) of up to 50.8 dBm can be
achieved. The 3-dB antenna beamwidth in azimuth is 14◦, while
the elevation beamwidth is 16◦.

The characteristics of the SAR system described above result
in theoretical range and azimuth resolutions of 19 and 2.3 cm,
respectively, when assuming a linear flight path [19]. The range
sampling rate of 40 MHz supports a maximum possible unam-
biguous range of 436 m.

B. Navigation

The navigation data that are available by default are obtained
from the DJI A2 flight control system [20]. It obtains the GPS
information from three DJI GPS-Compass Pro Plus receivers
situated on top of the drone. These data are internally merged
by applying a Kalman filter using data from the two DJI IMU
Pro modules. Low-cost INS often suffer from drift over time,
causing inaccurate position and attitude estimates. We avoid
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this by using a moving baseline. Fig. 1 shows the moving base-
line on our drone consisting of four global navigation satellite
system (GNSS) AS-ANT2B-HEL-L1L2-SMA-00 helix active
antennas [21] mounted on extensions of the drone arms. The
geometry of the antennas is formed by a quasi-rectangle pattern
of approximately 1 × 2 m. In addition, a Xsens MTi-G-700
INS [22] is placed on top of the drone for data fusion with the
moving baseline data.

C. Optical Camera

In addition to the radar, the SAR drone is equipped with a
high-end optical camera oriented toward the radar’s line of sight,
allowing up to 200 frames/s [23]. It has been used until now
primarily to validate the radar data.

III. METHOD

In Section III-A, we demonstrate how to obtain better attitude
data using a moving baseline approach. Next, we describe the
autofocus method. It corrects for motion errors typically found
in SAR data recorded by a drone SAR system.

A. Moving Baseline

The GNSS moving baseline technique is able to provide
the attitude without long-term drift, but with a sampling rate
of 2 Hz in both L1 and L2 frequencies with noise of about
1◦ for a baseline larger than 1 m. The quality of the attitude
obtained by this technique depends strongly on the external
environment and the available visible satellites. In contrast,
the attitude obtained by the integration of angular velocities
provided by gyroscopes suffers from drift and random walk
but is able to provide high-rate data, at several hundred hertz.
However, the long-term accuracy of a gyroscope’s attitude is
low, though the relative accuracy of a gyroscope’s attitude can
be high (<0.1◦) over short durations. In addition, the quality of
data provided by the gyroscopes is more consistent and is less
influenced by external conditions. In this context, the fusion of
both the techniques using a Kalman-filter-based approach should
improve the accuracy of the attitude in a large scope and enhance
the continuity and the robustness of the attitude determination.

Prior to the experiments, it was ensured that in this config-
uration, the GNSS signals are not affected by the propellers
and the radar. Fixed ambiguities solutions are almost always
available when the drone is in a normal flying mode. The Kalman
filter solution, at 100 Hz, combining GNSS attitude angles
with angular velocities from a three-axis gyroscope, provides
an accuracy better than 0.1◦.

B. Autofocus

Conventional navigation systems do not achieve the neces-
sary positional accuracy of λ/4 ≈ 3 mm for optimal focusing
of the image [24]. Therefore, an autofocus algorithm was de-
veloped specifically for nonlinear trajectories using a back-
projection processor to correct for these errors. The modified
back-projection algorithm used in this article was introduced
by Ribalta [25]. As discussed by Frey et al. [17], TDBP offers

Fig. 2. Flowchart of the proposed autofocus method.

advantageous performance for nonlinear flight tracks. The ap-
proach can be summarized using the following two equations:

se(t) = exp{−(2πjf0t+ πjKt2)}, |t| < T

2
(1a)

α̃(x) ≈
∑
m

exp

[
4πfc
c

(d(x,pm,0)− rc)

]

× Sm

((
2K
c

d(x,pm,0)− rc

)
+

2fc
c

vx,m

)
.

(1b)

Equation (1a) describes the formula for the transmitted signal
se(t)with carrier frequency f0, chirp rateK = B/T , and sweep
time T . The backscatter α̃ at position x of the digital elevation
model (DEM) is calculated, as described in (1b). The distance
between the sensor position pm,t at time t during the mth pulse
and x is given by d(x,pm,t), rc is the range distance to the
center of the imaged region, fc = f0 − 2Krc/c, and vx,m is the
derivative of d(x,pm,t) at t = 0. Sm is the Fourier transform of
the received signal after demodulation.

Given that for nonlinear flight paths, the shape of the phase
correction curve is difficult to predict, we propose a nonparamet-
ric autofocus method based on contrast maximization [26]. The
algorithm is divided into four main parts, one of which is based
on Ash’s autofocus method [16]. A flowchart of the algorithm
is shown in Fig. 2. The correction steps in the algorithm are
described in the blue rectangle on the left. The arrows show the
effects of each on the respective raw data in the gray rectangle.

The starting point is the SAR image M focused with TDBP
using the original telemetry data. This image is often smeared
in the azimuth direction but can also be subject to errors in the
range direction. Since not all the image areas contain useful
information for corrections, suitable regions are selected. This
is done by convolving the Laplacian D operator with M

MLap = M ∗D,D =

⎛
⎜⎝ 0 −1 0

−1 4 −1

0 −1 0

⎞
⎟⎠ (2)
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Fig. 3. Shortest path illustration for four position measurements.

where ∗ is the convolution operator. A histogram hist (MLap) is
then used to select the outer 10 percentiles of the pixels. Small
areal gaps are closed with a morphological dilation operator.
With that information, it is decided which part of the range-
compressed data is to be processed at each azimuth time.

In the next step, a shortest path algorithm is applied to correct
for large deviations from the true flight trajectory [15]. As
the name suggests, it is about optimizing a path with respect
to a metric. For optical images, there are numerous studies
investigating optimal sharpness metrics [27], [28]. Since optical
images share similarities with high-resolution SAR images, it
is evident to use their findings for initial focusing steps. The
conducted experiments showed that the family of Laplacian-
based operators exhibited the best overall performance at normal
imaging conditions [28]. For these reasons, after comparing
the performance of different metrics over different scenes, the
Laplacian variance was used as the metric for the shortest path
algorithm.

The principle of the shortest path algorithm is illustrated in
Fig. 3. DGNSS measurements (or only GNSS measurements,
if only these are available) are used as support points Pi, i ∈
[0,M ], where M is the number of support points. They are
marked as green dots in the illustration. The search starts at
the first position measurement and ends at the last one. Homo-
geneously distributed test pointsPi,k, with spacingΔs, are then
created around the support points

Pi,(k,l,m) = Pi +Δs · (kx̂+ lŷ +mẑ) (3)

with unit vectors x̂, ŷ, and ẑ and k, l,m ∈ Z. They are sym-
bolized using black dots. The spacing Δs between these points
is dependent on the initial accuracy of the supporting points
(DGNSS or GNSS measurement). It also has to be chosen small
enough so that a change in the position by Δs does not cause the
projections of pulses to different cells in the map. Subapertures
are then processed between the test points of neighboring sup-
port points. The connection maximizing the metric of the entire
path is chosen.

Once the shortest path algorithm has corrected the largest
error contributions, a variation of Ash’s method is applied [16].
His main idea was to trace back the optimization of a convex
function, later in his article specified as metric Ψ(x) = x2

s(Φ̂) =
∑
i

Ψ
(
vi(Φ̂)

)
=

∑
i

(
vi(Φ̂)

)2

(4a)

Φ̂ = argmax
Φ

s(Φ) (4b)

to an ellipsoidal geometry problem. Thereby, Φ = (Φi), i ∈
[1, . . . , N ], is the per-pulse phase correction for an aperture

formed by N pulses, and vi(Φ̂) is the intensity of the ith pixel
resulting from a particular set of phase error estimates Φ̂. The
intensity-squared sharpness was chosen as this metric was shown
to be the limiting form solution of the maximum likelihood
estimation and the maximum posterior estimation for ideal SAR
data [29]. However, as shown by Fienup and Miller [26], the best
choice of a metric is scene dependent.

An important modification was added to Ash’s method. To
guarantee the numerical stability of the calculation, a scaling
factor κ is introduced. When switching to the new coordinate
system, ã and b̃ have to be replaced with ãκ = ã/κ and b̃κ =
b̃/κ, respectively. Consequently, the eigenvalues of the following
calculations must be scaled back correctly by λ1 = λ1,κ · κ2 and
λ2 = λ2,κ · κ2 before calculating the phase correction.

Since the phase corrections obtained by Ash’s method are
range independent, no frequency shifts can occur in the range-
compressed data. This is simply explained by the Fourier shift
theorem for the frequency domain

F{s(t) exp(jat)} = ŝ(f − a/2π). (5)

For FMCW range-compressed data, each frequency is directly
related to range through fr = 2RK/c. Therefore, using the
TDBP, as described in (1b), will result in errors when dealing
with large deviations from the true flight path. In order to mitigate
such errors, the preliminary correction step in the shortest path
algorithm was necessary.

Once the per-pulse phase corrections Φ are calculated using
Ash’s method, phase unwrapping is applied. Since the phase
is directly related to the slant range, it should follow a steady
physically reasonable course. Incorrect phase unwrapping re-
sults in jump points. These are identified by first smoothing the
phase with a Gaussian filter and then examining the slope of the
curve. Then, a thresholding step is applied in order to remove
the outliers with the following expression:

Φ =

{
Φ, if dΦ

dt ≤ k

remove, otherwise
(6)

where k depends on the pulse repetition frequency and the
dynamics of the system. By means of local polynomial inter-
polation around the jump points, the corrected phase jump is
determined. The previously deleted outliers are finally replaced
using interpolated values, and the phase correction of the sub-
aperture is obtained.

The phase corrections of the individual subapertures must be
combined in the final step. For this purpose, the ends of the phase
corrections are adjusted to each other by subtracting or adding
a multiple of 2π. Finally, the combined phase corrections are
smoothed with a Gaussian filter. If the raw data are multiplied
by the factor exp(−jΦ) and then combined with the corrected
navigation data from the shortest path algorithm using TDBP,
the backscatter map that results is the corrected SAR image.

IV. RESULTS

The capabilities of the radar are demonstrated in the following
with data acquired over four different test sites. To measure the
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spatial resolution of the focused SAR images, four corner reflec-
tors with identical azimuth orientation, aligned to the planned
flight track, were placed on a flat lawn surface. The reflectors
were illuminated at a height of 66 m, with a distance of the
closest approach of approximately 105 m.

In the second test site, SAR images of urban structures, such
as buildings, streets, and moving cars, were acquired from a
height of approximately 70 m. The primary objective was to
emphasize the enhanced ranging capability of the sensor in an
urban setting.

Finally, recordings from the drone were synchronized with
the MIRANDA35 airborne sensor at two specific test sites. The
day following MIRANDA’s airborne flight, we operated the
drone under identical sunny weather conditions. Unfortunately,
simultaneous flights were not possible due to technical issues.
During the first flight, both the platforms were set to have the
same heading. In the second scene, different headings were
selected.

All the images were focused using TDBP. In a subsequent
step, the autofocus method was applied to the drone-based data,
as described in Section III-B.

The focusing quality after autofocus was validated based on
the signatures of corner reflectors deployed in the test sites.
The focusing performance was tested against original Ash’s
algorithm. For this purpose, favorable initial conditions were
used for Ash’s algorithm (no major deviations from the ideal
flight path).

Validation was conducted by comparing the images acquired
by the drone and MIRANDA35 [18]. Table I lists the main pa-
rameters of MIRANDA35 and the drone’s Radarbook2. Despite
differences in carrier frequencies and bandwidths, the resulting
focused images were sufficiently similar to enable meaningful
comparisons. It is important to note that the MIRANDA35
sensor was mounted on an ultralight aircraft, making it more
susceptible to external factors like wind and turbulence in com-
parison to larger airborne platforms.

A. Experiment 1

The results of experiment 1 are shown in Fig. 4. In Fig. 4(a),
the impact of autofocus on the signature of the reflectors is
highlighted. Analyzing the signatures of the reflectors in range
and in azimuth in Fig. 4(b) and (c), a mean range 3-dB impulse
response width (IRW) of δr = 19± 1.1 cm and an azimuth
IRW of δaz = 2.5± 0.2 cm were observed. Each reflector sig-
nature is, thereby, normalized individually to its maximum
for visualization purposes. Comparing them to the theoreti-
cally achievable resolutions of δr = 19 cm and δaz = 2.3 cm
demonstrates that the maximum focusing quality was nearly
reached. Regarding the azimuth peak sidelobe ratio (PSLR),
an average value of PSLRaz = −10.9± 1.3 dB was obtained.
The average integrated sidelobe ratio (ISLR) in azimuth was
ISLRaz = −6.3± 2.4 dB. A summary of the individual azimuth
values of each reference reflector can be found in Table II.
In addition, the values observed after the application of Ash’s
method are added for comparison in the middle of each column.
The range IRW after the application of autofocus was 19.4, 17.9,

Fig. 4. Range and azimuth resolution derived from four reference reflectors.
(a) Reflectors before and after application of autofocus. In (b) and (c), the curves
give information about the IRW and the PSLR after autofocus in the range and
azimuth dimensions.

TABLE II
AZIMUTH SIGNATURE ANALYSIS OF THE REFLECTORS BEFORE

AUTOFOCUS/CORRECTION WITH ASH’S ALGORITHM/CORRECTION WITH THE

PROPOSED METHOD

17.9, and 20.6 cm for reflectors 1–4, respectively. No comparison
is listed for the range IRW, as the autofocus step mainly affects
the azimuth dimension.

For the calculations above, a broadening factor of 1.62 from
the application of a Hanning filter in range was corrected, while
the sidelobes were still suppressed [19]. No filtering was applied
in the azimuth direction.

B. Experiment 2

For this analysis, we did not utilize the measured lever arms
and processed once with the attitude data of drone navigation
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Fig. 5. Improvements from the moving baseline method. Subtracting the
attitude values provided by the moving baseline data from those observed from
the drone’s internal data resulted in the plots shown in (a). (b) SAR image
processed with moving baseline attitude data. Subtracting the image with internal
data results in (c). (d) Highlighted area in (b) for the moving baseline and
(e) for the internal attitude data.

data and once with the estimates from the moving baseline
system. The improvement achieved by the moving baseline
method is shown in Fig. 5. Fig. 5(a) shows the difference between
the moving baseline and the drone’s internal attitude retrieval
versus the A2 flight control system for a single acquisition. It
is noticeable that there is a constant drift in the heading. While
the moving baseline heading is nearly constant, the internally
measured heading changes. Fig. 5(b) illustrates the sigma naught
σ0 backscatter [30] processed with the moving baseline data.
Subtracting from it the image obtained with the DJI attitude
data and smoothing it slightly with a Gaussian filter, one obtains
Fig. 5(c). The area indicated with the white rectangle is shown in
Fig. 5(d) for the moving baseline and in Fig. 5(e) for the internal

DJI attitude data. A dynamic range of 116.1 dB was observed for
the area shown in Fig. 5(b) for the moving baseline method and
115 dB without it. Extracting the noise-equivalent sigma zero
(NESZ) from the shadow in the highlighted scene, −23.7 dB
was found for Fig. 5(d) and −22.4 dB for Fig. 5(e).

C. Experiment 3

Focusing the SAR image of the third experiment by applying
the proposed autofocusing technique leads to the result shown in
Fig. 6(a). The near range edge, running diagonally in the upper
left of the image, is at a range of approximately 84 m from the
drone. In Fig. 6(b), an enlarged area of the SAR image from
Fig. 6(a) is compared to an optical airphoto reference image
from swisstopo [31].

The improvement in image quality achieved with the autofo-
cus algorithm is highlighted in Fig. 7 for two scenes. In Fig. 7(a),
a building with a complex facade is shown before the correction
with autofocus. The image corrected by using Ash’s method is
shown in Fig. 7(c). The result after application of the proposed
method is shown in Fig. 7(e). In the second selected area in
Fig. 7(b), the signature of the placed reflector is highlighted by
a yellow square. An azimuth IRW of δaz = 2.3 cm, a PSLR
of −14.3 dB, and an ISLR of −10.6 dB were observed after
autofocus, nearly reaching the theoretical resolution. Before the
correction, the IRW was 2.8 cm, the PSLR was −1 dB, and
the ISLR was 11 dB. Furthermore, dividing the total summed
intensity after applying the correction, by the one before auto-
focus, gives a factor of 1.086 for scene (a) and 0.975 for (b).
Using Ash’s method, an IRW of δaz = 2.4 cm, a PSLR of
−11.5 dB, and an ISLR of −5.1 dB were observed. Dividing
the total summed intensity after applying Ash’s method, by the
total summed intensity before the corrections, gives ratios of
0.979 and 0.984 by way of comparison. The ratio calculated by
dividing the total summed intensity after applying the correction
from the proposed method and the one after Ash’s method gives
1.109 and 0.99. In terms of entropy, Ash’s method led to an
increase by factors of 1.094 and 1.068. The proposed method
was able to reduce it by factors of 0.993 and 0.994. For the scene
in the left column, a dynamic range of 111.4 dB was observed
before autofocus, 110.3 dB with Ash’s method, and 117.3 dB
after our method. In the same order, the NESZ in Fig. 7(a),
(c), and (e) was −22.5, −18.6, and −22.3 dB, respectively. The
scene in the right column gave a dynamic range of 112.6, 120.8,
and 113 dB for Fig. 7(b), (d), and (f) with an NESZ of −33.6,
−19.2, and −33 dB, respectively.

D. Experiment 4

Comparison between the Radarbook2 and MIRANDA35 is
given in Fig. 8. The reflector analysis in the SAR image of the
Radarbook2 is listed in Table III under Exp 4A. The dynamic
range before autofocus was 114.8 dB, 117.3 dB with Ash’s
method, and 123.8 dB with the proposed algorithm. In the same
order, an NESZ of −25.6, −17, and −25.6 dB was achieved.
The analysis of the flight data shows that the antenna headings
of both the sensors were similar, deviating from each other by a
maximum of 5◦ over the course of their acquisitions.
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Fig. 6. Drone-based SAR acquisition of urban area. (a) Image processed for a large swath. (b) Comparison with an RGB optical image from swisstopo [31].

TABLE III
AZIMUTH SIGNATURE ANALYSIS OF THE REFLECTORS BEFORE

AUTOFOCUS/CORRECTION WITH ASH’S ALGORITHM/CORRECTION WITH THE

PROPOSED METHOD

The second comparison is presented in Fig. 9. In addition
to the images from the Radarbook2 in Fig. 9(a) and MI-
RANDA35 in Fig. 9(b), an optical image from Swisstopo is
shown in Fig. 9(c). In contrast to the first comparison, the
sensors, here, had different headings (35◦ on average) during
the flight. The azimuth signature analysis of the two reflectors
in the SAR image from the Radarbook2 is listed in Table III
under Exp 4B #1 and #2. The dynamic range before autofocus
was 146.8 dB, 149.4 dB with Ash’s method, and 155.6 dB with
the proposed algorithm. In the same order, an NESZ of −21.3,
−12.8, and −21.5 dB was achieved.

In Fig. 10, we show an SAR image with the radar shadows
caused by two moving cars, highlighted by the two yellow ar-
rows. The image was focused using 200 pulses. The backscatter
of car 2 is indicated by a yellow rectangle. The existence of the
cars was verified using optical images from the onboard camera.

V. DISCUSSION

A. Experiment 1

The experiment with the four reflectors showed that the
theoretically possible range IRW was achieved. Smaller
values than 19 cm were achieved with reflectors 2 and 3. This

could be explained by the fact that the bandwidth is possibly
slightly larger than specified. Interpolation errors that could
occur while determining the 3-dB IRW could also have caused
this discrepancy. With the measured azimuth IRW, one is close
to the theoretically possible resolution with all the reflectors
validating the accuracy of the drone navigation system and the
focusing algorithm. Only reflector 4 achieved a slightly worse
resolution, as one might expect. This can again be attributed to
interpolation errors. The PSLRaz = −10.9± 1.3 dB was not as
large as one might expect. In the SAR literature, values around
−20 dB are typically considered good. However, one must take
into account that the reflectors were placed on a lawn, which
can have a negative effect on the PSLR. The same argument can
be made for the ISLR. Furthermore, it can be observed that for
the simple scenario with only reflectors, Ash’s algorithm had a
similar performance to the newly proposed method.

B. Experiment 2

Assuming that the position is perfectly known, the attitude
affects mainly the radiometry and not the focusing quality. The
NESZ is generally more suitable to show the improvement
offered by using the moving baseline approach than investigating
corner reflectors.

As can be observed in Fig. 5(b)–(e), the backscatter maps
retrieved using the more accurate moving baseline system had
radar shadows that appeared darker than in the other cases. This
observation can be supported by the 1.3-dB lower NESZ. Over-
all, the dynamic range in the image was widened by 1.1 dB by
lowering the minimum and increasing the maximum backscatter
retrieved.

As can be observed in Fig. 5(c), there was a trend in backscat-
ter from the upper right corner of the image to the lower left
corner. This could be explained by the different reference roll
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Fig. 7. Effect of the autofocusing algorithm highlighted by two scenes. The first row contains the images before applying corrections. In (a), a building with solar
collectors on the roof is shown, which lead to many backscatter points. The scene in (b) showcases the building’s forecourt with the reference reflector’s signature
indicated within the yellow square. The images corrected by using Ash’s autofocus method are shown in (c) and (d). The results of the proposed method are given
in the last row in (e) and (f).

angles used during backscatter retrieval. As one can see in
Fig. 5(a), there is a difference of about 0.5◦ leading to this effect.

C. Experiment 3

A more detailed overview of the performance capabilities of
the system can be seen in Fig. 6. As the flight was planned
in such a way that the area around the road was in the main
beam of the antenna, this area had the highest contrast. The
decrease in contrast outside the main lobe is visible, especially
with increasing far range extending well above the 16◦ elevation
angle of the antenna. Nevertheless, the contours of the build-
ings are clearly recognizable. Radiometric corrections using the
antenna diagram were applied to compensate for the backscat-
ter differences. However, not all the contrast issues could be

compensated, since it is given by the physical magnitude of the
radiated power. Looking at the buildings in the distance, it is
noticeable that there is sometimes a bright signature similar to a
signature veil over them. Since the azimuth IRW measured at the
reflector was actually close to the theoretical achievable value,
this cannot be attributed to poor focusing. Even by looking at the
optical images acquired by the onboard camera, it is not clear
where these artifacts originated. One possible explanation could
be multipath reflections from the complex roof structures of the
buildings.

The detailed view of the autofocus effect on the SAR images
in Fig. 7 shows the scope of the improvements. The azimuth
signature values of the reflector are listed in Table III. In Fig. 7(a),
the typical case of rectangular buildings is shown. The energy
of the scatterers is focused by maximizing the intensity during
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Fig. 8. Validation of the drone image in (a) against the image from the MIRANDA35 sensor in (b) while having the same heading during acquisition.

Fig. 9. Validation of the drone image in (a) against the image from the MIRANDA35 sensor in (b) and an optical image from swisstopo in (c) [31].

autofocus. This results in emphasizing the edges of the buildings.
However, looking at the summed intensity ratio of 1.086 and
0.975 shows that maximizing the energy over entire scene is not
preferable. While maximizing total intensity works for urban
scenes as in Fig. 7(a) without much vegetation, it cannot be
a reliable metric for scenes with more vegetation, as seen in
Fig. 7(b). This highlights why only selected regions should be
used for improving the focusing.

The widening of the measured image dynamic range after
applying the autofocus method was clearly shown in Fig. 7. It

was improved by 5.9 dB in Fig. 7(e) and 0.4 dB in Fig. 7(f).
Surprisingly, the NESZ increased slightly after the autofocus
corrections by 0.2 dB in Fig. 7(e) and 0.6 dB in Fig. 7(f).
This could be attributed to the shadow of the trees not being
an ideal nonreflective area. Radiation could partially penetrate
through gaps and contribute to the backscatter of shadowed
areas. Another possible explanation might be compression gain
due to the use of better navigation data.

Differences between the backscatter maps retrieved via the
proposed method compared to using Ash’s algorithm are
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Fig. 10. Two cars driving on the road. Their radar shadow is highlighted in
the SAR image by two arrows. On the right is the corresponding image from the
onboard camera.

obvious from a visual point of view. The worse NESZ highlights
a problem with Ash’s method. It is 3.7 dB higher for Fig. 7(c)
and 13.8 dB higher for Fig. 7(d). This reflects itself also in
the worse ISLR of the reflector. Interestingly, while having a
worse dynamic range in Fig. 7(c), Ash’s method has a 7.8 dB
higher one in Fig. 7(d). This could originate from it optimizing
the reflected intensity of natural targets like trees leading to
degenerated performance over the entire scene.

Estimation of residual motion errors can also be performed by
processing a set of SAR images with different squint angles, also
called squints [32], [33]. Ideally, the phase difference between
the squint images corresponds to the difference of the residual
motion error, i.e., to the local derivative of the error. Integrating
it leads to the residual error itself. However, this approach
works only for point-like targets and not for distributed targets.
The interferometric phase derived with two consecutive squints
of the SAR image did not show range- or azimuth-dependent
phase screens. Similar results were obtained when using four
consecutive squints.

Toward far range, it looks like there might be a degradation
in the focusing quality of the buildings. Since we did not place
corner reflectors from near to far range, it is difficult to verify
such tendencies. Analysis of the scatterers of buildings at differ-
ent ranges and the multisquint analysis above could not verify
such a trend. Nonetheless, this phenomenon was also observed
in images acquired by other FMCW drone SAR systems [34],
[35]. Considering that these systems operate at lower frequencies
(L-, S-, and X-bands), they are expected to be more robust to
motion errors. Therefore, one might speculate that these errors
were introduced by the FMCW hardware system itself rather
than by inaccuracies in the navigation data.

D. Experiment 4

The comparison with the image of the MIRANDA35 sensor
in Fig. 8 shows a great degree of similarity. The differences
are in the details. Given that the MIRANDA35 platform has
a well-calibrated elevation antenna pattern that is corrected
during processing, and that it flies much higher and, thus, has
a much wider swath width, the backscatter values in the image
are “flatter,” i.e., more evenly distributed. In addition, the 5◦

difference in depression angle caused longer radar shadows in
the images from Radarbook2. As the acquisitions did not take

place at exactly the same time, some of the farm’s cars and
agricultural machinery were placed differently. This was verified
by both platforms’ optical onboard cameras, as shown in the
example highlighted by the yellow square in Fig. 8.

The differences between the headings of the two sensors make
it more difficult to draw conclusions from the comparison in
Fig. 9. Different scatterers within each objects were sometimes
active. Thus, one can see that the lower left house in the
MIRANDA35 sensor is oversaturated due to an unfavorable
radiation angle. The Radarbook2 showed more details of the
same building. Nevertheless, a great deal of agreement can be
observed here as well. As a brief analysis has shown, it is
even possible to extract the speed and position of cars from
the SAR images. There were many other cars in and around
the roundabout whose signatures appeared smeared due to their
individual Doppler histories. The smeared signatures in the
drone images look stronger than in the one of MIRANDA35
due to the different traffic state during the acquisitions.

Comparing the performance against Ash’s algorithm through
the azimuth signature analysis, Table III shows only minor
differences for most of the reflectors, with Exp 4B #2 being the
exception. The better result for Exp 4B #2 can be explained by
the larger number of natural targets in the form of trees entering
the image around this azimuth time. Looking at the global
properties, the dynamic range and the NESZ were significantly
better for the proposed algorithm than for Ash’s method over
both the scenes. In addition, it is possible that moving objects
had a negative impact on the performance of the algorithm. They
can be filtered out when selecting the region (see Fig. 2). For this
purpose, one can use: 1) along track interferometry with multiple
channels; 2) subaperture or multisquint approaches [36]; and 3)
the use of virtual channels [37].

E. Autofocus

The proposed autofocus method proved itself across a variety
of scenarios. Both the SAR images showing very urban and
partially rural regions were focused with high quality. Obviously,
the performance of the algorithm improved as the number of
strong scatterers in the image increased. However, this was true
for all the autofocus methods. Since the algorithm was designed
for a simple stripmap mode, there may not be any prominent
scatterers in the beam at certain azimuth times. Testing such
scenarios has shown that, in this case, the last step of optimiza-
tion using Ash’s method does not bring any additional improve-
ments. Consequently, the optimal path method, optimizing the
Laplace variance, is especially important for the pulses during
this azimuth time.

As mentioned in the discussion in Section V-D, the quality of
the algorithm deteriorates if there are several moving objects in
the image. In this case, one has to filter them out first. Another
limitation arises from the overlay effects of very tall buildings. If
they are projected onto a digital terrain model with TDBP, they
are naturally more defocused in the direction of the roof. Because
of this defocusing effect, one should not attempt to correct
motion errors with information from tall buildings. Focusing
these targets with a digital surface model can solve this problem.
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VI. SUMMARY AND OUTLOOK

In this article, we presented a SAR drone system operating at
K-band with improved adjustable transmission power. Possess-
ing a transmit power of up to 50.8-dBm EIRP, imaging of objects
at a distance of up to 400 m was possible. Furthermore, an image-
sharpness-based autofocus algorithm was presented to correct
for orientation-jitter-induced phase errors. The combination of
the shortest path algorithm together with Ash’s refinement step
was able to correct even larger errors. The fact that it can be used
in a back-projection framework with a DEM is advantageous,
since improvements of the computation power of GPUs have
reduced the importance of frequency-based focusing.

An experiment with four corner reflectors showed that a
near-optimal range and azimuth resolution of δr = 19 cm and
δaz = 2.5 cm, respectively, could be achieved. Furthermore,
the impact of the moving baseline and the autofocus method
was demonstrated. Additional insights into the performance
of the drone system were gained through comparisons with
the airborne MIRANDA35 sensor. Comparisons with a high-
resolution airborne system showed that the hardware and soft-
ware developed in this project is a further important step toward
drone-based SAR systems that are flexible, cost efficient and are
capable of producing high-quality products.

In the future, more detailed radiometric analysis leading to
an enhanced radiometric calibration and advanced experiments
will be performed. As shown in Fig. 10, the drone SAR system
is sensitive enough to detect and image moving vehicles on the
ground. Hence, further research tracking ground moving targets
and tomographic examinations are envisaged. For this purpose, it
is planned that the multibaseline capabilities of the sensor, which
were not used in these experiments, will be exploited. Owing to
the structure of the algorithm, many steps can be parallelized. An
implementation taking advantage of this property is envisioned.
However, since the TDBP benefits greatly from a high-power
GPU, onboard processing would be unfavorable. To consider
such a solution, a fast factorized back projection might be needed
instead of TDBP.
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