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ABSTRACT
In the context of human-social robot interaction, it has been proven

that an affable design and the ability to exhibit emotional and

social skills are central to fostering acceptance and more efficient

system performance. Nevertheless, these features may result in

manipulative dynamics, able to impact the psychological sphere of

the users, affecting their ability to make decisions and to exercise

free, conscious will. This highlights the need to identify a legal

framework that balances the interests at stake. To this end, the

principle of human dignity is proposed here as a criterion to ensure

(i) the protection of users’ fundamental rights, and (ii) an effective

and truly human-friendly technological development.
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1 INTRODUCTION
Social robots are conceived to operate closely with humans through

a long-term interaction based on collaboration and/or substitution

in daily tasks [9]. Therefore, they are designed to display social

skills, elicit a positive empathic response from the user, and appear

physically pleasant. This is the result of a mere, albeit sometimes

highly sophisticated, emulation [3]. Indeed, robots are still far from

being sentient and endowed with emotional depth. These emulated

mechanisms facilitate the interaction and the goals for which the

machine was designed [27], but they also may have manipulative

consequences. Interaction may induce users to create an emotional

attachment and trust that, if not modulated and controlled, can be

detrimental to their mental, physical and economic integrity.

Permission to make digital or hard copies of all or part of this work for personal or

classroom use is granted without fee provided that copies are not made or distributed

for profit or commercial advantage and that copies bear this notice and the full citation

on the first page. Copyrights for components of this work owned by others than ACM

must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,

to post on servers or to redistribute to lists, requires prior specific permission and/or a

fee. Request permissions from permissions@acm.org.

HAI’22, Date, Place
© XXXX Association for Computing Machinery.

ACM ISBN XXXXXXXXXXXXXXX. . . $15.00

https://doi.org/XXXXXXX.XXXXXXX

Hence, this paper aims to underline the necessity for such a

dynamic to become the subject of legal analysis to identify the most

appropriate regulatory instrument to ensure the dissemination of

technologies that serve rather than use humans.

To this end, Section 2 presents the features of social robots de-

signed to mirror human characteristics and how they may lead

to manipulative effects and detrimental consequences for users.

Section 3 proposes Human Dignity as a crucial principle for bal-

ancing responsible technological development with the inalienable

protection of the human person. Section 4 concludes the paper.

2 SOCIAL ROBOTICS MIRRORING HUMANS
From the Imitation Game onward, researchers have developed in-

creasingly sophisticated systems to replicate features familiar to

humans, thus facilitating the interaction [20]. Human-inspired sys-

tems demand information processing, communication abilities, task

execution, and movements – crucial for modern Human-Robot In-

teraction (HRI) – is called anthropomorphization [2]. It is the result

of ages of studies on human cognitive, emotional, and perceptual

structures to exploit such knowledge in encoding both embodied

and non-embodied AI systems [13, 22]. Nonetheless, numerous cur-

rent social robots are not developed with the “primary” ambition

to look like humans or living beings in general. In those cases, the

main aim is to design them to give the user the idea of being in the

presence of “someone” and not of “something” [8]. The goal is to

reproduce a human-like experience of sociability, companionship,

and support.

Thus, some devices are equipped with a round, often tilted head,

big eyes, child-like size, moving arms (if any), a human-like voice,

and a proper name [18, 25]. These features convey identity to the

robot, instilling tenderness [1], attachment, protection, and care in

the users [14]. Indeed, social robots are often designed to appear

doubtful in their actions, clumsy, or seeking support [16] to elicit

collaboration, teamwork, and greater tolerance in case of technical

inefficiency. For instance, Pepper is often immortalized by scratch-

ing his head or thinking out loud before answering. This is merely

functional to fill the time needed to process information. However,

it was deliberately chosen because people link this act to reflection

and self-analysis, being more inclined to consider the final act as

“pondered” [7]. An analogous effect is obtained by programming

the machine with a “cheating function” [28], which contributes to

conveying the idea of intentionality and substantial autonomy [21].

The strategies to advertise these devices to the public contribute to

the same end [5]. The terminologies used to present robots, their

abilities, and usefulness mostly draw on typically anthropomorphic

elements or capabilities — necessary to make highly complex and

technical concepts accessible to non-specialists.
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2.1 From anthropomorphisation to (potential)
manipulation

Following the analysis above of the main strategies of anthropo-

morphization, we can elicit two main remarks. First, HRI efficiency

seems rooted chiefly in what the machine can obtain from the user.

Second, when engaging with social robots, individuals seem to eval-

uate an effective performance much less than the possibility of a

human-like experience of interaction – even if apparent. Therefore,

anthropomorphization works at two levels: (i) by design aspects

implemented in the machine, (ii) by the psycho-emotional bond

via interaction [4]. Indeed, many of the dynamics described above

appeal to the same areas of the brain that are activated by drugs or

other dysfunctional practices (e.g., gambling), the nucleus accum-
bens [14, 24]. This can induce an actual form of addiction. Moreover,

such an approach may induce disengagement with reality [30]. This

can have unwanted consequences, depending on the nature of the

subjects involved and on the tasks to be performed by the robot.

Particularly, in fragile subjects it can induce an erroneous percep-

tion of human-human social interaction, thus encouraging isolation

and loss of relational skills, which could result in the dehumaniza-

tion [26]. Moreover, people can overestimate the actual capabilities

of the AI system, resulting in over-trust episodes, which are detri-

mental to their safety [17]. Being part of the users’ everyday life and

needing to demonstrate a sufficient level of (apparent) autonomy,

these devices also need to have access to a vast amount of data

(necessary to track people’s behavior and emotional states) without

a clear understanding about by whom and how this information

will be handled, analyzed, and stored [29]. Even the words we use

to describe social robots, and with which they are programmed to

talk present some critical aspects. Using an accessible and reassur-

ing vocabulary might not fuel unfounded skepticism and fears and

should not lead to the conscious and systematic distortion of reality.

An equally effective but more intellectually (and ethically) honest

way of discussing these technologies should be investigated.

3 HUMAN DIGNITY: BALANCING PRINCIPLE
Acceptance, frequency, and willingness to repeat the interaction

are fundamental pillars of the HRI. To be successful in this sense,

devices are designed to tap into the fallibility which characterizes

human beings [31]. Such an approach, if not accurately balanced,

may lead to forms of manipulation that produce a different effect,

depending on the contingency and specificity of the user involved,

the scenario of the interaction, and the performance required. For

this reason, a change in perspective is suggested to put humankind

back at the center of research and new technology development.

In particular, we claim the need to identify an element able to

balance (i) innovation strive with (ii) the protection of individuals’

fundamental rights. In doing that, safeguarding users’ psychological

and decision-making integrity has to be considered an overriding

aim. Such a criterion could be Human Dignity.

Although it is often accused of vagueness and lack of defini-

tion [12], it is a crucial, inherent, inalienable principle – both ethical

and legal [10] – without which “we would be unable even to answer

the simple question: what is wrong with slavery?” [19]. Indeed, it

has already proven to be an effective legal instrument. In many

countries, in the name of human dignity, decisive reforms have been

implemented. Among others, the abolition of torture and the death

penalty [23], the ban on working conditions considered degrading

and dehumanizing, and the enactment of the Convention on the

Rights of the Child [11, 15]. This, without the lack of definition

representing an application obstacle [6].

Concerning social robotics, human dignity could be applied to

evaluate the adequacy of a given technology, both when it is imple-

mented and tested in the laboratory and to assess possible correc-

tions when it is on the market. More specifically, it could represent

an essential criterion to determine which degree of anthropomor-

phization is considered acceptable from a case-by-case perspective,

taking into account the class of devices considered, the typology of

end users (distinguish among experts, children, the elderly, disabled,

general public, etc.), and the specific tasks that the robot needs to

perform (see Figure 1).

Trust

Comfortability

Social Robotics

Interactions

…

Anthropomorphisation

Human-like 
engagement

Mirroring/
Emotional

Anthropomorphism

Emotional/Empathic 
engagement

OVER- 
(reaction, estimation, trust)

Generates

Ontological 
Disqualification

Psychological 
dependance

Implies

Strong interdependence

Contributes to

Negative effects

Distrust in 
technology

Social isolation

Dehumanisation

Loss of significant 
relationships

Detachment 
from reality

Addiction

Anguish 
and stress

Safety 
endangerment

Illusion-disillusion 
cycle

Envisioned counter mesures

Balance between innovation and human rights respectHuman dignity

Evaluation of the desirable degree of anthropomophisatoin 

Evaluation of the desirable type of interaction according to the user class 

Risk of 
Manipulation

Requires

Figure 1: Principal conceptual components entanglement.

4 CONCLUSIONS AND FUTUREWORKS
We have underlined the HRI’s benefits obtained from designing

robots capable of simulating sociality, and empathy does not per-se
justify possible manipulative effects on end users. This dynamic

requires the utmost attention from technical experts and jurists.

The aim should be to find a balance between the demands posed

by technological development and those emerging from the need

to protect individuals’ integrity. To this end, we suggest using hu-

man dignity as the parameter to assess the characteristics different

classes of devices should have to meet both the requirements from

an objective and concrete perspective. Future research will focus

on identifying precise procedures to make this process effective

and more practical.
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