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Abstract. In the last decades, Artificial intelligence (AI) systems have
been increasingly adopted in assistive (possibly collaborative) decision-
making tools. In particular, AI-based persuasive technologies are de-
signed to steer/influence users’ behaviour, habits, and choices to facilitate
the achievement of their own – predetermined – goals. Nowadays, the in-
puts received by the assistive systems leverage heavily AI data-driven
approaches. Thus, it is imperative to have transparent and understand-
able (to the user) both the process leading to the recommendations and
the recommendations. The Explainable AI (XAI) community has pro-
gressively contributed to “opening the black box”, ensuring the interac-
tion’s effectiveness, and pursuing the safety of the individuals involved.
However, principles and methods ensuring the efficacy and information
retain on the human have not been introduced yet. The risk is to under-
estimate the context dependency and subjectivity of the explanations’
understanding, interpretation, and relevance. Moreover, even a plausible
(and possibly expected) explanation can lead to an imprecise or incor-
rect outcome or its understanding. This can lead to unbalanced and
unfair circumstances, such as giving a financial advantage to the system
owner/provider and the detriment of the user.
This paper highlights that the sole explanations – especially in the con-
text of persuasive technologies – are not self-sufficient to protect users’
psychological and physical integrity. Conversely, explanations could be
misused, becoming themselves a tool of manipulation. Therefore, we sug-
gest characteristics safeguarding the explanation from being manipula-
tive and legal principles to be used as criteria for evaluating the operation
of XAI systems, both from an ex-ante and ex-post perspective.
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1 Introduction

Since the last decade, Artificial Intelligence (AI) systems have pervaded a wide
range of daily-living applications. Smart homes and smart cities [58], AI-powered
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job recruitment systems [2], and e-health applications [10] are examples of state
of the art complex and personal AI systems. Those applications record remark-
able results. However, the majority is powered by black-box machine learn-
ing (ML) and are trained on biased data and behave unintelligibly for human
users [27]. Such a lack of understandability reduces the system’s acceptability
from the user perspective [49]. Furthermore, it has been shown that users tend
to attribute a State of Mind (SoM) to AI systems to better process/make sense
of their behavior. Therefore, if a user misunderstands the system’s plans and
intention, the resulting SoM is erroneous and leads to failures (or can even com-
promise the user safety) [29].

Explainable AI (XAI) strives to bridge this gap. The first contributions of the
current wave of XAI date back to mid 2010s [26]. Since then, the XAI perspective
has broadened, approaching virtual entities (so-called agents) and robotos [3],
automated planning [23] and recommender systems [69].

Nevertheless, despite the recent advances in XAI, the latter still lacks solid
principles and methods enforcing the efficacy of XAI. The main challenge is
acknowledging that: (i) the user’s understanding is context, domain, and user
dependent, and (ii) a plausible explanation does not necessarily mirror precisely
or faithfully the underlying decision-making mechanism. This can lead to impre-
cise or incorrect outcomes.

Therefore, the safety of the individuals involved in the interaction might be
undermined. Indeed, besides the well-known threats concerning privacy and data
protection [37,57,63], incorrect or unfair outcomes can interfere with the users’
volitional and decisional processes. In such a case, liability’s allocation problem
– which is, anyway, already not easy to solve [5]– arises alongside the determi-
nation of the causal link [17], and the prompt identification and prevention of
the possible damages [24].

This paper argues that explanation and XAI, especially in the contexts of
persuasive technologies, are still prone to risks and cannot be considered suf-
ficient to protect users’ psychological and physical integrity. Conversely, it can
itself be a tool of manipulation. Therefore, we investigate the characteristics nec-
essary for an explanation or XAI system not to be manipulative. Moreover, we
suggest desiderata that can be used as criteria for evaluating the operation of
AI systems, both from an ex-ante and ex-post perspectives.

The rest of this paper is organized as follows.

Section 2 presents the state of the art focusing on XAI and its milestones, the
legal perspective on the topic, principles such as transparency, safety, and au-
tonomy, and concepts such as persuasion and manipulation. Section 3 elaborates
on the legal entanglements beyond XAI, explaining why an explanation alone
cannot be considered sufficient to make the algorithm fully transparent, effec-
tively safe, and, as a consequence, it cannot preserve the user’s autonomy, and
illustrating desiderata for a non-manipulative XAI. Finally, Section 4 concludes
the paper.
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2 Background & State of the Art

This section presents the background and state of the art of the disciplines
intersecting explainability and persuasion such as XAI, AI & legal reasoning,
and self-authorship.

2.1 Explainable AI

Between the 80s and 90s, XAI has been called by the widespread use of expert
systems [67,28]. Since these relatively early days, several works have attempted
to explain the decisions of expert systems, but also of neural network [64,15].
After a while, the interest in expert systems and XAI waned as AI entered one
of its so called AI winters, which has seen the advent proliferation of white-box
ML approaches (i.e., decision-trees) [12].

In the 2010s, the development of black-box ML and DL techniques achieved
several breakthroughs, giving the sub-symbolic AI new momentum [39].

However, the intriguing results of some ML black-box have raised several con-
cerns about the lack of transparency of these mechanisms [62,27] – thus, reviving
the interest in ”opening the black-box” [26]. Techniques such as LIME [55] and
SHAP [42] have been proposed to interpret the cutting-edge ML, Deep Neural
Networks (DNN), Reinforcement Learning, and Deep Reinforcement Learning
(DRL) mechanisms [41]. Such initiative expanded beyond the pure domain of
ML. Several works started to integrate XAI in the domains of automated plan-
ning [23], recommender systems [69], agents and multi-agent systems [3], and
robots [29]. Moreover, this new advent of XAI has spurred several works aiming
at defining explainability [30], getting inspiration from the way humans explain
their behaviour [48], defining metrics for explainability [31], adopting a human-
centric approach (where, unlike earlier works in XAI, the main determinant of
how successful an explanation is the degree of understanding, trust and sat-
isfaction it inspires in the human-user receiving their explanations) [49], and
formalizing models for mixed human-agent-human explainable interactions [11].
This has resulted in a body of work aiming at exploring personalized and context-
aware explanations, which improve the human understanding of AI systems and
thereby increase their trustworthiness and their ability to influence human be-
havior [3]. Several initiatives from governmental and non-governmental, and in-
ternational institutions [59] have supported this move for XAI and a broader
view of ethical and trustworthy AI [4].

Nevertheless, it has been pointed out that explainability alone does not fully
meet expectations and does not guarantee the achievement of the objectives for
which it was theorized [20]. This is even clearer if we analyze the legal principles
that algorithmic intelligibility would be required to pursue.

2.2 Explainable AI through the lens of legal reasoning

Recommender systems can provide explanations to the user to raise their aware-
ness about the dynamics of the interaction, trust in the system, evaluation of
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the quality of the interaction, and an idea about the willingness to follow the
recommendation. Transposing these goals into the legal domain, we could say
that XAI is functional in achieving (i) transparency, (ii) security of use, (iii)
decision-making autonomy. However, given the nature of AI systems, and the
psychological and cognitive mechanisms inherent in human beings, these pur-
poses present some criticalities.

Transparency XAI is considered crucial to making the recommendation’s pro-
cess and the functionality of the system understandable by humans. That can
be relevant to determine the quality of the output and to identify possible er-
rors [25]. On the one hand, this perspective is grounded on the idea that people
have the right to know why they were affected by the instructions or suggestions
of a machine, but even how they could possibly be affected in the future [68].
On the other hand, transparency has often been conceived - even outside the
context of new technologies - as an essential concept to allow an effective vin-
dication of infringed rights and the consequent compensation for the damage
caused to them [8].

XAI represents just the first step towards accountability - in particular in
the contest of digital data and algorithmic decision-making - and it cannot be
considered a self-sufficient instrument [45]. Moreover, the explanation must be
understandable to different stakeholders, who have different levels and types
of knowledge. Therefore, an outcome might be transparent for a user, yet less
effective for another individual (or group) [51].

As a consequence, in view of the recurrent reference - also from a regulatory
point of view [18] [1] [47]- to the principle of transparency, some questions remain
open. In particular, it would be appropriate to evaluate: (i) whether data-driven
AI systems can be really transparent for non-specialized users and (ii) whether
transparency is always possible and advantageous.

Safety Explanations aim to make the user able to develop an appropriate mental
representation of the AI systems they are interacting with. In this way, it is
possible to distinguish correct recommendations from incorrect ones, and so to
offer the individuals a tool to mitigate ex-post errors that the machine can do,
due to its design or as a result of the interaction itself [70]. This theory foresees
the presence of the “human in the loop” as an expression of respect for human
dignity [33]. However, it also assumes that users are cognitively engaged with
the given explanation and that the provided information is useful to create an
accurate mental representation of the actual characteristics of the system/device.

Since neuroscience demonstrates that such a mechanism cannot be taken for
granted, it seems appropriate to further investigate: (i) whether the implementa-
tion of XAI models in AI systems has a real and direct consequence on the safety,
(ii) whether a user is really able to foresee or prevent harmful consequences just
relying on an explanation.
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Autonomy The users ability to understand the outcome and the decision-
making process of the technology with which they interact is considered a key
element in encouraging people’s autonomy [6]. This concept is underlined even
by the High-Level Expert Group on AI (HLEG), which has clearly stated that
individuals have to be put in condition to maintain the ability to self-determine
themselves while interacting with an AI system [1].

In this view, the principle of autonomy implies the faculty to choose – and
to live – by one’s values [43]. Nonetheless, it should be noticed that being au-
tonomous does not mean being entirely devoid of external influences and internal
biases. Despite the abundant literature on the right of self-determination, in fact,
human beings are just partially “their own making” [53].

Therefore, it should be further examined: (i) whether the explanation can
make the users concretely aware of the dynamic of the interaction and, as a
consequence, actually free to choose on their own, and (ii) whether XAI may be
itself an instrument of manipulation.

In the light of the analysis carried out so far on the impact of the expla-
nation on the principles of transparency, safety, and autonomy, it is clear that
there are still some open questions. To address them, it could be advisable a
multidisciplinary debate. Nevertheless, for what persuasive and argumentative
systems are concerned, this must include a prior attempt to delineate the central
differences between the concepts of manipulation and persuasion. To this end,
some general distinctions can be drawn, on the basis of the studies carried out
so far, especially concerning the studies on consumer protection regulation – as
far as legal profiles are concerned –, and the dimension of manipulation of the
will - as far as psychological profiles are concerned.

2.3 Persuasion and manipulation: the impact on self-authorship

Persuasion and manipulation are two important aspects of social sciences, yet
the debate is stuck on a theoretical level. In particular, the determination of
clear boundaries between these two concepts is still under discussion. Therefore,
there is still no practical agreement on what unequivocally constitutes the ex-
tremes of manipulation. It follows that, from the point of view of enforcement
practice, the law has encountered particular difficulties in effectively curbing this
phenomenon. This is even more pronounced in the case of new technologies and
their application as persuasive and argumentative systems.

Persuasion is linked to what has been defined as the concept of “resistible
incentive” [56]. It means that when a system/component is implemented with
persuasive techniques, it appeals to the user’s ability to make accurate and in-
formed decisions. This implies starting from the personal goal stated by the user
and demonstrating that the given recommendation represents the best option to
reach it through supporting arguments. Such arguments include evidence and
example on which the user may build his own conviction. However, they are
described as “resistible”, for they do not compulsory determine the final choice,
leaving open the possibility of ignoring the suggestion or even the one of acting
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in disagreement with it [61]. Faced with each of these three scenarios - agree-
ing with the decision, denying it, or acting against it - the human being has
kept track of their decision-making process and would be able to consciously
reconstruct it if necessary or required.

On the contrary, Sunstein, one of the main theorists of manipulation, de-
scribed it as “an influence that does not sufficiently engage or appeal to the
target’s capacity for reflection and deliberation” [40]. Said otherwise, manipu-
lating a person means pulling on the same strings of seduction, which means
subverting their capacity for critical reflection and reasoned action, even before
altering them [44].

Therefore, its target is not rationality but (self-)awareness. It can undermine
people’s decision-making process and make them decide something different from
what they should have decided if they were lucid [14]. However, as mentioned
above, it is not just a matter of rationality but awareness of the process that
led to the choice. The decisions are not all rational. Some individuals are often
influenced by their emotional states, their beliefs – not necessarily based on
factual evidence –, or the mechanisms through which they interpret reality. At
the same time, they can be convinced to rationally choose something as a result
of a suffered manipulation. In the latter case, though, they could not be able to
reconstruct the reason that led them to that conclusion and to recognize it as
their own [7]. People are not fully self-transparent, and they have no constant
consciousness about what drives their choices and thoughts. However, they can
make reliable assumptions, which can become the basis for present or future
actions or evaluations. Said otherwise, to be aware of a choice may mean to be
conscious of the fact that any human being is conditioned by external elements,
but to be anyway able to find a personal, own reason, to act in accordance with
that conditioning [38].

In turn, although the possibility/risk of a manipulative result is declared –
or if the manipulation is not otherwise hidden – it is just as likely to occur and
lead to harmful consequences for those involved [40].

In the context of persuasive technologies, it is possible not only for a device
to manipulate the user through its output but also through the explanation
it provides to support it. Therefore, the need to analyze possible manipulative
issues of XAI in persuasion and argumentation is impelling.

Conversely, due to the approach that considers explanations as security guar-
antees and an incentive to autonomy, this aspect is still largely underestimated
in research — both from a legal and a technical point of view. It is common to
focus only on the liability and personal data protection profiles – which certainly
still require attention and in-depth research – while ignoring implications on the
manipulative level for what explainable AI is concerned. Nonetheless, they are
equally able to harm individual rights, being also more difficult to intercept and
contain. Moreover, considering the ability of manipulation techniques to curb
individual self-governance, the current regulatory approach based on the prin-
ciple of informed consent and enforceable transparency is inadequate for the
purpose [9].
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In this paper, by manipulation, we intend those situations in which: (i) the
explanations supporting a recommendation to achieve an agreed-upon goal are
“incorrect’/biased”, (ii) the explanations are correct, but the goal diverges from
the previously agreed-upon, and (iii) both explanations and overall goal present
“incorrect’/biased” elements.

Therefore, it is essential and timely to evaluate how to address these chal-
lenges to prevent the explanations from becoming an instrument of manipulation
themselves.

3 Legal entanglements beyond XAI

As highlighted in the previous section, just focusing on the indiscriminate im-
plementation of “optimal” XAI models (focusing solely on effectiveness and ef-
ficiency) is insufficient to produce explanations holding against the risk of being
manipulative — unacceptable in persuasive and behavioral change scenarios.

To this end, it should be acknowledged that XAI has inherent drawbacks due
to both its models and human nature. Such limits affect the principles of trans-
parency, security, and autonomy. Addressing them requires a multi-disciplinary
approach that would allow answering crucial questions.

3.1 Can data-driven AI systems be actually transparent for
non-expert users?

Transparency has often been referred to in sectoral legislation – as in the case of
the financial or insurance field [19,65] – and in documents dealing more generally
with the regulation of AI systems [1,66]. The main claim is that it should be able
(i) to provide the user with awareness about the interaction with the system or
its components and (ii) to guarantee an effective liability regime for damages.

The nature of the stakeholders is the first element to take into account. They
are usually – but not exclusively – non-specialized individuals, with the most
diverse expertise, neither known nor identifiable ab-origine. Thus, it is nearly
impossible to develop a prototype of a “transparent explanation” that can be
entirely understandable and effective to meet everyone’s needs.

This would require the creation of many protocols to ensure transparency
tailored to the user. Such a solution is complex both technically and concep-
tually. Indeed, all individuals belonging to the same category, age group, and
professional background should be assumed to share the same knowledge. This
represents a simplification that not only – however necessary – would end up not
solving the problem, but which also would show not to consider the incidence of
internal subjective and experiential dynamics on cognitive phenomena. Notably,
XAI aims to make the AI system both understandable for the final user and
more easily interpretable by experts, who can thus identify potential bugs or
criticalities to be corrected. However, the explanations’ nature, level of details,
and quality of the required language are difficult to homogenize.
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Moreover, transparency is not always a guarantee of substantial justice [16].
In the context of applying new technologies to government practice, for instance,
it has been proven that data disclosure does not lead to a higher level of secu-
rity or a better governance [46]. In some cases, then, transparency can also be
irrelevant [36]. This is another sign that it is neither essential nor sufficient for
accountability. Ordinary individuals regularly use tools ignoring their technical
specifications or process leading to a given output (i.e., personal computers or
very sophisticated industrial machines). However, their use is possible based on
a – probably subconscious – trust in the competence of the technician who devel-
oped the device and the possibility to ask experts in case of malfunctioning. This
does not deny the specificity of modern AI systems compared to earlier machines,
mainly because they are increasingly implemented with ML techniques and NN.
Nevertheless, it should be emphasized that, for this very reason, it is not pos-
sible to guarantee yet that the utterly independent use of these technologies by
non-specialized people can be considered safe solely on the basis of the principle
of transparency. Indeed, recent studies demonstrate that, sometimes, systems
that lack transparency seem to be very efficient in practice. In contrast, highly
transparent systems seem to perform less accurately and to be more exposed, as
a consequence, to harmful effects [32].

With regards to the theme of accountability, then, it should be noticed that
the legal setting is used to deal with partial, incomplete or inaccessible evidence.
Therefore, a lack or even the absence of transparency, even if not advisable, may
not represent a detrimental obstacle for the judicial system.

This does not mean that the research for transparency in AI is a useless exer-
cise. Conversely, it must be balanced with other aspects concerning the technical
functionality of the system. Balancing the interests – and rights – at stake, we
realize that between safety and explainability, it would be more appropriate to
invest in resources that make the technology secure, even if they are not able to
turn it entirely in a “glass box” [52].

3.2 Can the mere fact of giving an explanation make the system
safer?

XAI is often conceived as an element allowing the user to foresee or prevent
harmful consequences. For this reason, it is assumed able to foster the system’s
safety.

However, such a dynamic should not be taken for granted. The desired result
is quite explanation-dependant. Suppose the explanation is too complex and
might need an unreasonable effort to be understood. In that case, people are
induced to pay less attention and to draw – paradoxically - much more hasty
and uninformed conclusions [34]. Moreover, even if the information provided is
appropriate and well received by the user, this is not in itself sufficient to ensure
that it is correctly understood [13]. Consequently, the mere act of providing an
explanation cannot be deemed sufficient – though necessary – to ensure that
individuals are equipped with the appropriate tools to ensure a conscious and
safe use of the system [35].
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Another critical aspect – often overlooked – is that including the explanations
or making them increasingly rigorous can lower the system’s accuracy. At that
point, the system might even be safer if the quality of the XAI model is lower
or if it is not present at all.

This is not to say that explainability cannot play a relevant role in promoting
“a safe” human-machine interaction. However, we should try to act at the source
of the problem. For example, we should not limit to provide information that
justifies a certain level of trust (and therefore usability) of the system without
interfering with individual integrity. Instead, we should focus on the system’s
technical characteristics to minimize the effects of a possible explanation’s fail-
ure. XAI should be seen as a control mechanism, a tool provided to the users,
through which they can verify that the machine is functioning properly, not as
a solution to the malfunction itself.

3.3 Can the explanation make the user “really” aware of the
dynamic of the interaction?

The fact that a system is able to “explain itself” is seen as a way of making the
user aware of how the technology works and the nature of the produced output.
Thus, it is claimed that the human user can be the undisputed active subject of
the interaction rather than its passive object. However, this perspective seems to
neglect that XAI may itself be distorting the user’s freedom of choice, although
not necessarily in bad faith. The analysis of risk factors could be difficult for two
main reasons:

First, humans can simplify complex information or groups of information. It
means that if there are too many possible scenarios to take into account (even
if some are not immediately intelligible), all of them can be brought under the
general category of perils. The users may make a decision that does not reflect
an actual level of danger. Thus, the resulting elaboration – favorable or not –
cannot be described either as “informed” or as “conscious”, in a concrete and
literal sense. Second, even in light of a proper understanding of risks, people
are often not able to accurately assess the likely consequences of their actions,
tending to underestimate them [21].

Therefore, explanations may, in turn, lead an individual to create a misrep-
resentation of (i) the real capabilities and functionality of the device, (ii) the
extremes of the interaction, and (iii) the reasons behind the recommendation.
In other words, XAI might give rise to manipulative dynamics or conceal or
facilitate manipulative recommendations provided by AI systems. This can hap-
pen on the basis of the way the device has been programmed, because of the
dynamics developed during the interaction, or even simply because of specific
conditions inherent to the psychological and cognitive dimension of human be-
ings (e.g., biases, tendency to assimilate only information that supports one’s
theory, tendency to value the goal one intends to achieve more than possible and
future risks, etc.).

All this requires a careful reflection on the boundaries that delimit the con-
cept of persuasion and differentiate it from the one of manipulation. On the



10 R. Carli et al.

basis of this analysis, it is, therefore, necessary to identify which characteristics
persuasive systems must have in order not to be manipulative.

3.4 Desiderata for a not manipulative XAI

It has been pointed out that it is impossible (i) to have unequivocal certainty
that an explanation is fully understood, (ii) that the understanding is sufficient
to limit damages, and (iii) that an effective physical safety can exclude more
subtle harm - namely, the distortion of the user’s volitional process.

For these reasons, our analysis emphasizes that XAI should be considered one
of the instruments we have to reach an end, not an end itself. The latter should
be represented by the integrity of the human person as a whole, understood
as the union of thoughts, will, and actions. Otherwise, we could risk excessive
focus in making explanations as accurate as possible without investing enough
in working on the technical safety of new technological approaches. Thus, we
would potentially leave room for new critical profiles, such as those related to
manipulation and possible coercion of end-users.

Before equipping people with tools to assess for themselves whether the rec-
ommendation provided by an AI system is reliable, we should worry about ensur-
ing that the system is as technically safe and dependable as possible. Only after,
we should focus on equipping it with as sophisticated as necessary explanation
systems. This can produce three benefits: (i) it helps to efficiently manifest prop-
erties – safety and reliability – that the device already has and that the users
might doubt because they are not experts; (ii) intervening to prevent or mitigate
issues that might arise later through use and that could not be predicted with
certainty; (iii) ensuring that the final decision remains concretely in the hands
of the human user.

For its part, the European Union has recently expressed the attempt to ad-
dress the issue of users’ manipulation by AI systems preferring a legal approach
to one focused purely on ethical guidelines. This intention is proven by the AI
Act proposal, which is not yet an effective regulation, but offers interesting in-
sights [66].

Starting from this recent act promulgated by the European authorities and
basing ourselves on principles applied by legal experts in cases with similar crit-
ical profiles, possibly applicable principles and criteria will be suggested below.
Adaptivity. It is still related to the concept of personalized interaction. How-
ever, in the context here analyzed, personalization could represent another ma-
nipulation instrument. Indeed, targeting people’s needs and preferences could
make distinguishing good from mischievous intents difficult. An alternative could
be to interpret this concept as “adaptivity to the interaction, not to the user”.
Otherwise, the system should be able to provide an argumentation that is built
on the basis of the user’s counter-arguments. In this way, the explanation is not
a mere transmission of predetermined information, possibly modeled to the pro-
ducer’s interests. It would be shaped by the approach, doubts, and needs that
the specific user involved perceives as necessary at that specific moment and for
that specific purpose. In doing so, there would be no exploitation of people’s
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personal data for profiling purposes, for instance, which represents one of the
main issues related to the theme of target advertising. The explanation would be
generated on the basis of requests and considerations made extemporaneously.
Moreover, these characteristics could serve as a further, implicit guarantee that
the motivations provided are genuine and not polluted by interests other than
those of the end-user.

Granularity of explanations. On the one hand, each recommendation should
be accompanied by an explanation that connects it to the specific purpose for
which it was provided. On the other hand, aggregating recommendations hence-
forth their explanations might be more appealing and sophisticated. However,
this could conceal their implications/risks and, as a consequence, the traceability
of the causal link with possible harmful/manipulative effects.

Another possible scenario is that a single recommendation that may induce
several outcomes may be justified only once or with regard to one of them. In
both those cases, the user could be induced to have a partial or misled repre-
sentation of the role and impact of that recommendation on the final goal. That
would have repercussions on the individual ability to assess the appropriateness
of the outcome provided and whether it actually meets one’s own interests.

Paternity of the choice over autonomy. The traditional conception of the
principle of autonomy is grounded on an ideal model of judicious decision-makers,
capable of pursuing their own interest optimally, through the instrument of
legally manifested consent [54]. However, it was also proved that personal biases,
level of education, cultural background, and inner motivations can alter the way
people perceive and evaluate the information on the basis of which they decide
to consent [50]. Therefore, as economics and the consumer protection law field
can demonstrate, the idea of a perfectly rational (so properly autonomous) aver-
age individual is just a myth [60]. Then, an explanation must aim to preserve or
re-establish the user’s “Paternity of choice”. This concept should be intended as
the faculty a person has to recognize the authorship of a life-impacting decision,
based on reasons – whether rational, sub-rational, or merely emotional – which
make sense for that specific individual, according to internal – psychological,
cultural, experiential – characteristics.

Order matters. People have the tendency to gradually decrease their level
of attention, interest, and tolerance towards explanations [22]. Consequently, the
most relevant information – with potential repercussions on safety, the exercise
of freedom of choice, economic management, and, in general, is to be considered
essential for an informed and responsible use of the device – should be provided
at the outset. To decide which explanations fall within the list of priorities and
in which order they should be placed, it may be helpful to adopt the principle
of balancing, which is implemented in doctrine and case law with regards to
fundamental rights. Thus, a human-right impact assessment would be helpful,
able to link to each potentially affected right a potentially useful explanation,
and able to structure the form and sequence of these explanations on the basis
of the rights that should be considered primary to be protected.
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From manipulation to manipulative techniques. The idea that manipu-
lation does not have to be covert to be defined as such and to be effective is
becoming increasingly widespread. However, this makes it even more difficult to
determine if a person acted under the effect of a manipulative influence or in
accordance with a deliberate choice. For this reason, the focus should be moved
from the effect to the mean. It is necessary to distinguish manipulation from
manipulative practices and act on the second ones to remove the first one.

If the practices that lead to the choice have been directed to the exploitation
of the vulnerabilities of a particular person or group chosen as a designed target,
those practices should be considered manipulative and regulated as such. In
such a view, the result is almost superfluous. If an individual is subjected to
manipulative techniques and (i) they are able to recognize them and so to act in
accordance to their own deliberation, or (ii) they do not realize the manipulative
procedures, yet do not act in accordance with them, this does not change the
responsibility of those who tried to manipulate.

This perspective could be useful to settle a certainty in the regulation and
identify ex-ante risky situations.

Concerning persuasive technologies, it should be guaranteed that the rec-
ommendation maximizes the users’ utility while respecting their predetermined
goals. Therefore, the explanation should focus on how the suggested behavior
can fulfill this requirement rather than encouraging the act itself. Thus, individ-
uals will preserve their own faculty to analyze whether the recommendation is
feasible and whether it really allows them to get closer to their ends. This would
also include the possibility to disagree with the given outcome and the following
explanation.

From the discussion so far, it emerges that the analysis of XAI in persuasive
technologies should be conducted in the light of Article 55 of the AIA – focused
on the issue of user manipulation through AI system - instead of Article 136 –
which addresses the issue of transparency and explainable AI, more generally.
This, however, would require further research and an interpretative and adaptive
breakthrough of the aforementioned norm. Indeed, we do not intend that the
XAI-powered persuasive techniques should be brought under the category of
prohibited practices. Conversely, its development is encouraged. Nonetheless, the
request to assess and regulate its manipulative potential is considered imperative.

4 Conclusions and Future Works

This paper focused on claiming that XAI plays a central role in increasing trans-
parency, ensuring a higher level of safety in the use of AI systems, and preserving
users’ autonomy during the interaction. Furthermore, it highlighted that in the
context of persuasive and argumentative technologies, the explanations of the
recommendations confer additional support to influence the behavioral change
(pursuing a preset goal) users are the object of.

5 https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:52021PC0206
6 https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:52021PC0206
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However, current research on XAI does not take into account the possibility
that the explanation is not only inadequate for the purpose for which it is given,
but may even manipulate, rather than merely persuade, the recipient. Such a
dynamic takes place if the users are induced to comply with the recommendation
given in a way that interferes with their natural decision-making process and
substitutes internal interests and purposes for those induced from the outside —
without the users being aware of the ultimate reason that drives them to action.

In the case of persuasion, on the other hand, individuals would act aware
of both the reasons on the basis of their choice and of the fact that they can
recognize them as their own.

The aim is to draw attention to the possibility that explanation may be itself
a manipulative practice and to provide desiderata on which to ground future re-
search on the subject from both a technical and a legislative point of view. The
central idea is that, given the technical limitations that still affect XAI models
and the vulnerabilities inherent in the human cognitive and psychological struc-
ture, explanations should not be understood as a solution to the dangers possibly
posed by AI systems. Conversely, they could represent a valid instrument to mit-
igate some of the concerns that persuasive devices still raise regarding people’s
physical and psychological integrity.

To this aim, some desiderata have been formulated. Namely: (i) the device
should be able to adapt the explanation according to the needs arising from the
interaction, and not according to specific profiling of the user’s personality and
inclination; (ii) the explanation should be granular and not unique for groups
of recommendations or purposes; (iii) it should be possible to ensure that the
users retain awareness of the actual paternity of their actions, rather than an only
presumed autonomy of decision-making; (iv) the order of the explanations should
follow the indications provided by neuroscience with regard to human perception
and attention, on the one hand, and the system of balancing fundamental rights
– which can possibly be violated – on the other hand; (v) explanations should be
analyzed in the light of their potential manipulative effect and not only in the
light of accountability and data security profiles. In doing so, the focus should be
not so much on the effects of manipulation – which are difficult to quantify and
certainly connect to their cause – but on the manipulative techniques, where,
despite the consequences, action should be taken to correct the technical side
and to compensate the victim.

These desiderata could represent a starting point to structure a further anal-
ysis of these aspects, which should be focused on individuating legal strategies
to address manipulative techniques - possibly grounded on an efficient human
rights impact assessment - and on the technical implementations - which may
make the algorithm effectively safer and inherently non-manipulative for non-
experts users, despite the ability it has to explain itself. Nevertheless, a clear def-
inition of manipulation, especially with regards to new technologies, is missed.
Starting from the brief juxtaposition between persuasion and manipulation here
presented, it would be crucial to deepen the understanding of such dynamics
– both from a technical/practical and conceptual point of view. This could be
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essential to develop an aligned multidisciplinary approach to the topic, in the
knowledge that a sectorial perspective cannot prove exhaustive and effective. At
the same time, it would be useful to accompany such an analysis with a future
investigation of liability profiles, which are certainly relevant in the regulation
of new technologies.

Summarizing, a two-folded intervention is required: (i) at the system level
– realizing constructs and mechanisms to analyze, filter, prune, or adapt the
outcomes is required to comply with norms and regulations, and (ii) at the
normative level – definition of clear conceptualization and boundaries enabling
a loyal actualization of the point (i).
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