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Abstract—The early detection of diabetic retinopathy (DR) 

disease, which is a complication of diabetes, may help to reduce 

blindness. One of the issues faced currently is the limited 

number of ophthalmologists available to take care of the 

diabetes patients. To overcome this problem, automated DR 

grading applications are required. Many researchers are now 

developing deep learning to build these decision support 

systems. Nevertheless, the frequent misclassification of DR 

remains an open challenge. Class imbalance in the datasets and 

limited labelled datasets are the root causes of misclassification. 

In this work, we are investigating data augmentation and 

Generative Adversarial Networks (GANs), known to 

countermeasure class imbalance and the dearth of labelled 

images. We have applied these two techniques on the APTOS 

dataset after the undersampling process. Traditional data 

augmentation has achieved an accuracy of 72% versus GAN 

which has reached an accuracy of 76%. 
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I. INTRODUCTION 

Diabetic Retinopathy (DR) is an eye disease which 
damages the retina and may lead to complete blindness. To 
overcome this problem, the early detection of DR is of utmost 
importance[1]. DR  is the consequence of untreated  diabetes 
for a long period of time. Several automatic detection and 
classification applications have been developed so far. 
However, the correct classification of the 5 classes remains a 
big challenge[2]. 

When using supervised learning to categorise images, one 
of the key issues in the field of medical imaging is dealing 
with tiny data sets or imbalanced datasets. Several 
researchers have applied data augmentation to handle this 
challenge, including rotating, cropping, and resizing the 
dataset images. Using redundant data to assist network 
training has become a standard procedure for computer vision 
applications, with GANs being one of the most often utilised 
methods recently. In 2014, Goodfellow et al.[3] devised 
GANs, a form of machine learning network. The main goal 

of GAN is to create data that looks and behaves like genuine 
data, making it impossible for a human or machine observer 
to tell the difference. This method learns how to generate new 
data that has the same statistical qualities as the training 
batch. GAN is composed of two independent neural 
networks, namely, the generator and the discriminator, that 
constantly compete with each other. The generator tries to 
generate seemingly real data examples. The main objective 
of the discriminator is to distinguish between real and false 
data, that is, to separate the generated image from the real 
image as much as possible. The application of GANs in few 
other applications are bringing promising results and thus, 
motivating its exploration in the field of diabetic retinopathy. 

In this work, the use of undersampling and GAN to handle 
small and imbalanced Diabetic Retinopathy fundus images 
datasets were explored. The aim was to investigate how these 
2 techniques impacted on the accuracy of the classification 
model as compared to the original dataset. 

The paper is organised as follows: Section II presents the 
related works done in diabetic retinopathy and the effect of 
data augmentation; Section III describes the methods and 
materials used in this study; in Section IV, we present the 
results of the study and Section V concludes the study. 

II. RELATED WORKS

For many years, machine learning techniques have 
provided satisfactory results in the detection and 
classification of diabetic retinopathy images, which 
eventually helped in the diagnosis of diabetes [4, 5]. In the 
recent few years,  deep learning classifiers are gaining more 
attention for diabetic retinopathy classification and have been 
found  to improve the likelihood of early diagnosis of diabetic 
retinopathy. The earlier trend was to adopt the existing deep 
learning pre-trained models, which have already been 
evaluated on very large datasets.  

Shaban et al. [6] proposed their own Convolution Neural 
Network (CNN) model and achieved an accuracy of 88%-
89% using the APTOS 2019 Kaggle Competition dataset. 
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The dataset described above shows a big difference in the 
different classes. Class 3 and 4 images represent only 5% and 
8% respectively. To obtain a balanced dataset, before the 
introduction of GAN  models, basic data augmentation 
methods were used. Methods like vertical and horizontal flip, 
rotation and random brightness were applied to the same class 
images to synthesise new images. Islam et al.[7] improved 
the dataset using horizontal flip, random brightness and 
contrast and random saturation. They proposed an 
InceptionV3 model and saw an increase of 5% in the test 
accuracy compared to the dataset without data augmentation. 
Meanwhile Saini et al.[8] have proposed different pre-trained 
models for classifying the same dataset and obtained the 
highest accuracy of 0.7986 with DenseNet201.  

With the emergence of GAN models, some researchers 
have synthesized retinal fundus images using models similar 
to GANs to offset the imbalanced dataset. Araujo et al. [9] 
adopted a heuristic-based data augmentation scheme based 
on the synthesis of neovessel (NV)-like structures that 
compensates for the imbalanced Diabetic retinopathy 
labelled datasets. However, there was not much difference in 
the Quadratic weighted kappa score with and without the data 
augmentation. In Zhao et al. [10], Tub-sGAN was presented 
as a way to extend style transfer to the generator, increasing 
the variety of generated samples. Despite some progress, it is 
unable to synthesise the DR-related lesions and physiological 
retina features clearly. More recently, Zhou et al. [11] created 
high-resolution fundus images which can be manipulated 
with arbitrary grading and lesion information. They 
successfully synthesised 50 000 high quality fundus images 
(resolution of 1280 x 1280) paying attention to the small 
details. Using the pretrained models such as VGG16, 
ResNet50 and InceptionV3, they achieved an accuracy of 
86.48%, 88.06 and 87.63 respectively with the improved 
dataset. With the same dataset, Ahn et al. [12] proposed their 
own Conditional GAN by using vessel segmentation mask 
and lesion segmentation mask and obtained an accuracy of 
94% with the balanced dataset. Chatterjee et al. [13] proposed 
ForeseeGAN, a model which synthesises new images and 
classifies them with an accuracy of 95.9%.  

There is not much of a difference in the overall accuracy 
when using or when not using data augmentation techniques. 
However, the accuracy per class has improved. Without the 
improved dataset, the model could differentiate from a person 
who has diabetic retinopathy and who has not. With the data 
augmentation and now with GAN models, the model can 
replicate the same function but also will have a much higher 
chance of being able to determine the severity of the DR. 
Thus, there is scope for further exploration of GAN on DR. 

III. MATERIALS AND METHODS

A. Architecture of the Proposed Model

Fig. 1 shows the overall architecture of the proposed
model. The model consists of 4 main steps, namely, 
undersampling of the dataset to handle data imbalance, data 
augmentation, training of the customised CNN model and 
performance evaluation.  

Fig. 1. Flowchart of the proposed study 

B. Datasets

The dataset used in this study is the APTOS Blindness
Detection dataset available on 
Kaggle(https://www.kaggle.com/competitions/aptos2019-
blindness-detection). The APTOS dataset is divided into 5 
classes which represent the five stages of diabetic retinopathy 
from normal case to the proliferative stage. Fig 2 shows a 
detailed comparative view of the number of images from each 
class. 

Fig. 2. Bar chart representing the number of images per class in the APTOS 
Blindness Detection dataset 

Fig. 2. clearly reveals that the quantity of samples in each 
class of the 5 classes varies substantially, resulting in an 
unbalanced dataset. If the method is continued with this 
sample ratio among the classes, the classification stage may 
be skewed leading to overfitting or underfitting. Because the 
given dataset was about equally unbalanced, this problem 
appeared to be difficult to resolve except if we were to obtain 
images from more than 1000 diabetes patients suffering from 
different stages of diabetic retinopathy and that is very 
unlikely to happen. To solve the imbalance problem, 
undersampling is performed, that is we have taken the same 
number of images for each class. Since Stage 3 has the 
lowest, we took it as a benchmark for the other Stages and the 
number is a multiple of 8. This dataset is named the Original 
dataset. The Original dataset is divided into the ratio of 9:1, 
where the majority is used in the training of the model and 
synthesising new images, while the other one is used as a 
blind testing data to evaluate the performance of the model. 

C. Basic Augmentation

In this study, augmentation techniques are used to
increase the number of images with the goal of improving the 



performance of the model in classifying the severity of 
diabetic retinopathy for each image. As described in the 
introduction sec/tion, there will be two augmentation 
techniques used;  basic augmentation and GAN 
augmentation. Before the introduction of the GAN model, 
basic augmentation was the main solution to increase the 
number of data. In the case of images, several techniques such 
as rotation and shearing are applied to the existing images to 
create new ones. In this paper, the techniques used for basic 
augmentation are horizontal flip, vertical flip and change in 
brightness. The newly constructed Basic dataset consists of 
192 new images for each class adding on to the Original 
dataset. 

D. GAN Model

Another solution used to offset the class imbalance in a
dataset, is to create new images using a GAN Model. In this 
paper, we propose a GAN model, described in the 
Methodology section, that is, to synthesise new images. The 
exact number of images is generated in order to match the 
same number of images in the Basic dataset. A GAN model 
consists of the Generator, and the Discriminator. The 
Generator produces new images while the Discriminator 
gives a probability score on how similar the new images are 
compared to the original images of the Original dataset, as 
illustrated in Fig. 3.  

Fig. 3. Architecture of GAN Model 

The proposed generator takes in a latent vector as an 
input, then it is passed through 6 convolutional-transpose 
layers, each paired with a batch normalisation layer and a 
ReLU activation. After passing through the first 
convolutional-transpose layer, which is configured with a 
stride of (1 x1), the latent vector becomes a block with height 
and width of 4 and a depth of 2048 layers. Passing through 
each of the following 4 convolutional-transpose layers, the 
depth of the building block is halved while its height and 
width is doubled. The last convolutional-transpose layer 
which is configured with a kernel size of 5 x 5 and a stride of 
2 x 2, converts the output building block of the previous layer 
to an image similar to a fundus image with a dimension of 64 
x 64 x 3. The output of the generator is fed through a Tanh 
function.  

Meanwhile, the proposed discriminator works in a similar 
way as a CNN Model; it inputs the generated fundus image 
and outputs a scalar probability of how close the image is 
from the real images. This is accomplished through a series 
of 6 convolution layers each paired with a batch 
normalisation layer and a ReLU activation excluding the first 
and the last convolution layer. The output of the discriminator 
is fed through a sigmoid function to output a probability 
between 0 and 1. To train the discriminator, the latter is used 
on the original images of the APTOS dataset. The probability 
score tells us how similar the generated image is close to the 

actual images given to the discriminator. After 10 epochs, the 
Generator loss reaches nearly the discriminator loss and is 
very close to zero and the fake images are shown in a plot in 
Fig. 4. As a first observation, we can see that the fake images 
are very similar to the original images. These new images are 
included in the new customised GAN-synthesised dataset. 

Fig. 4. Photos generated from the proposed GAN Model 

E. CNN Model

In this study, a customised CNN is used for the image
classification of diabetic retinopathy. The CNN Model is 
inspired from the pre-trained VGG19 Model. The customised 
CNN model contains 19 layers, made up of 16 convolution 
layers and 2 dense layers, and its input is a 64 x 64 picture 
with 3 channels. The convolutional layers have a modest 
kernel size of 3x3 with padding and stride of 1 pixel. The 
model also contains 5 max-pooling layers. The activation 
function used in the feature extraction section is ReLU, 
similar to the one used in the discriminator of the GAN 
model. Following the extraction section, there is a classifier 
with two dense layers and a dropout between them, the last 
one has just five layers. The last dense layer is followed by a 
softmax layer with the same number of outputs as the 
previous dense layer, which yields the probability of the 
number of stages in diabetic retinopathy. 

The network was trained using the Adam optimizer. The 
batch size was 8 and the number of epochs was set to 30. The 
dropout between the dense layers had a probability of 0.5. 

The learning-rate started at 10−5 and it was reduced by half

each time the validation loss stopped to decrease. An early 
stopping function was added in case the model starts to 
overfit. Before the model is allowed to train on the training 
set, the latter is further split into training data and validation 
data with the ratio of 8:2. 

IV. RESULTS AND DISCUSSION

First of all, we have applied the undersampling methods, 
whereby some observations of the majority class were 
decreased. Fig. 5 shows the results obtained from the 
undersampling method. 

Fig. 5. summarises the accuracy of the undersampling technique 



It can be observed that an overall testing accuracy of 61% 
was achieved for all the five classes. From the second graph, 
the trained model could distinguish Stage 0 and Stage 1 easier 
than the other Stages. 

A. Basic Data augmentation

Basic data augmentation was conducted on the images.
Fig. 6 shows some images after the application of basic data 
augmentation.  

Fig. 6 Images used in data augmentation 

Fig. 7. summarises the accuracy of the technique after the application of 
basic data augmentation. 

An overall accuracy of 72% was achieved. Fig. 7 displays 
the accuracies of each individual class as well as the training, 
the validation and the testing accuracies across all classes. It 
can be observed that basic data augmentation has a positive 
effect on the overall accuracy of the application. This is also 
confirmed by Pham et al. [14] where a better result was 
obtained with data augmentation compared to traditional 
methods for the classification of skin lesions. Likewise, in a 
similar domain,  Lee and Chin [15] have also achieved better 
accuracy using data augmentation. The accuracy for each 
class was higher compared to that of the Original dataset. 

B. GAN augmentation results

GAN is yet another data augmentation method, applied
on the DR datasets. Fig. 8 displays the results obtained after 
the application of the GAN method. On the left of the image, 
the training, the validation and the testing accuracy across all 
classes are shown and on the right, the accuracy achieved in 
each class is displayed. 

Fig. 8. summarises the accuracy of the technique after the application of 
GAN augmentation. 

It can be observed that an overall accuracy of 76% has 
been achieved when using GAN compared to 72% for basic 
data augmentation and 61% for undersampling. This shows 

that the number of samples in the datasets and class 
imbalance impact on the accuracy of the model. In a work 
conducted by Qin et al. [16], GAN has improved the accuracy 
of the skin cancer classifier. Similar conclusions were drawn 
in this work, whereby GAN outperformed the other 
techniques. It is thus observed that the number of images of a 
dataset affects the performance of the classifier. 

Another interesting observation was the decline in the 
accuracy achieved from Stage 0 to Stage 4 across the different 
datasets. For the 3 datasets, the highest accuracy was 
achieved for Stage 0, followed by, in decreasing order, Stage 
1, Stage 2, Stage 3 and finally Stage 4. It shows that Stage 0 
was the easiest to differentiate and stage 4 was the most 
challenging to classify, in all cases and even when the data 
was augmented and balanced. This requires further 
investigation.  

V. CONCLUSION

The early detection of diabetic retinopathy is of utmost 
importance to avoid catastrophic outcomes like blindness. 
Retinography or Ophthalmoscopy is the most common tool 
for the diagnostics of the disease. However, the lack of 
ophthalmologists in many hospitals has led to the need for 
developing computer assisted image tools to aid and improve 
the diagnostic decision. Deep learning has been adopted 
lately to develop such applications. However, deep learning 
needs to be trained on large labelled datasets, which are not 
always available in the medical field. Data augmentation and 
GAN have emerged as appealing techniques that can be 
adopted to overcome the problems of limited datasets and 
class imbalance. In this work, we have investigated the 
application of basic data undersampling, augmentation and 
GAN. Based on the results obtained, it can be concluded that 
GAN achieved better results compared to basic data 
augmentation and undersampling methods. 
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