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Abstract. The rapid outbreak of COVID-19 has heightened interest in
news about the pandemic. In addition to obtaining real-time develop-
ments about COVID-19, people have learned about prevention methods
through the news media. Ironically, false COVID-19 news has spread
faster than the virus, posing an additional health threat with advice be-
ing as dangerous as infection. In this study, we developed a Chinese news
article dataset on COVID-19 misinformation, which contained 1266 veri-
fied articles from 118 Chinese digital newspaper platforms from January
2020 to January 2021. This dataset uses machine learning methods to
detect false news in the Chinese language. Because automated classifica-
tion methods, combined with human computation-based approaches, are
effective for combating digital misinformation, we applied and evaluated
a collaborative intelligence approach that leverages human fact-checking
skills with feedback on news stories using four criteria: source, author,
message, and spelling. The results show that reliable human feedback
can help detect false news with high accuracy.

Keywords: collaborative intelligence · COVID-19 · false news · news
articles · logistic regression · human-centred approach.

1 Introduction

Although misinformation is everywhere and much of it is harmless, the spread of
COVID-19 fake news generates unique problems and dangers to public health.
Because of this, fighting fake coronavirus news has become a significant chal-
lenge for both researchers and practitioners. In the words of T.A. Ghebreyesus
[1], the general director of the World Health Organization, fake news on Weibo
and WeChat, two microblogging websites, can spread extraordinarily fast, and
most fake news stories with health advice range from useless (and relatively
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harmless) to extremely dangerous (and sometimes fatal). Additionally, many
conspiracy stories minimize the seriousness of the virus and heighten the risk
of infection. To counter this, and in light of the high level of user distrust to-
ward fact-checkers, readers should be empowered to recognize fake news and
understand its consequences. As a result, we identified a user-friendly tool to
raise awareness of and identify COVID-19 related fake news, and help prevent
its dissemination.

The first case of COVID-19 was identified in China in December 2019 [22]
and related information from China is now often referenced by news reporters
and scholars. However, the COVID-19 pandemic has given rise to significant mis-
information and conspiracy theories about the pandemic’s scale, origin, disease
prevention, diagnosis, and treatment. This misinformation is widely circulated
not only on social media but also on digital news media. While many reputable
news providers attempt to mitigate the effects of fake news, it remains difficult
to provide reliable COVID-related information from verified sources. For this
reason, some news outlets have abandoned the breaking news approach [9][24],
turning to fact-checking services such as WikiTribune1, PolitiFact2, Snopes3, and
The Washington Post, among others. These manually fact-check news items and
verify articles, books, government agency statistics, photographs, and recorded
interviews. Although the services often rank website pages or write fact-check
evaluations, many readers are unable to distinguish by themselves the authen-
ticity of the news due to a lack of knowledge and trust in the media.

In recent years, however, several methods have emerged to help readers detect
fake news. Liu et al. [10] and Tschiatschek et al. [23], for example, used technical
methods to detect fake news: the former applied machine learning for automated
classification, and the latter leveraged crowd signals to discover fake news on so-
cial media. Humprecht [8], after summarizing the characteristics of fake news
and analyzing its different effects in different countries, found that online dis-
information is not only a technology-driven phenomenon but is also shaped by
national information environments. While these and other authors have applied
human-machine collaboration methods in their studies [19, 3, 14, 2, 22, 20], which
play an important role in improving the accuracy of fake news detection, bring-
ing together IT experts, universities, and media to devise technologies that can
help journalists to find fake online claims and for readers to verify uncertain
sources. However, little research has thus far focused on COVID-19 related fake
news detection, and there is no relevant dataset in Chinese for machine learning
training. Thus, because few COVID-19 datasets are used in machine learning
classification, the accuracy of the results remains unsatisfactory.

In the present study, we built a fact-checked Chinese COVID-19 textual
dataset containing 1266 news articles from 118 Chinese digital newspaper plat-
forms. This dataset provides not only a precondition for analyzing the content
patterns in COVID-19 fake news but also enables further research into detect-

1 https://wt.social/
2 https://www.politifact.com/
3 https://www.snopes.com/fact-check/
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ing misinformation. Moreover, we propose a collaborative intelligence approach
SAMS, which uses a linear classification model [13] to classify news articles into
true and false. Our approach leverages the fact-checking skills of humans to de-
tect COVID-19 related fake news articles, which is integrated into the machine
learning process to improve the accuracy of the classification process.

The remainder of this paper is organized as follows. Section 2 presents the
literature review. Section 3 presents our method, including how we collect data,
and framework, and Section 4 introduces the implementation and preliminary
evaluation results. Finally, we conclude with a summary of the current work and
offer suggestions for future research.

2 Related Work

Misinformation about COVID-19, like the pandemic itself, is now global. Since
the first cases were confirmed in China in 2019, the voices of conspiracy theorists
and alternative media have amplified, exploiting both the crisis and social me-
dia platforms to spread rumors. Recently, a set of social media datasets about
COVID-19 emerged. Cui et Lee [5] provided a CoAID dataset that consists of
true and false news about COVID-19 from diverse sources. This dataset cov-
ered 3252 news articles on websites and 851 posts on social network platforms.
Furthermore, Chen et al. [4] published their coronavirus dataset from Twitter,
beginning in January 2020 when they started collecting the data. Today, there
are more than 1.8 billion tweets on their GitHub repository. Similarly, Patwa
et al. [16] released a manually annotated dataset of 10700 social media posts of
real and fake news on COVID-19 from Facebook, Twitter, and Instagram. While
most of these studies focused on English-language-based datasets, only a few so-
cial media COVID-19 datasets currently exist in Chinese. One exception is Luo
et al. [11], who published a Chinese infodemic dataset—“infodemic 2019”—by
collecting widely spread Chinese infodemic from Sina Weibo microblogs during
the COVID-19 outbreak. This dataset contains 1055 records, of which 409 en-
tries were ‘questionable’, 276 ‘false’, and 335 ‘true’ from 21 January to 10 April
2020. Checked [25] is another Chinese dataset on COVID-19 misinformation,
and contains 2104 verified microblogs related to COVID-19 from Weibo be-
tween December 2019 and August 2020. In this dataset, additional information,
such as reposts, comments, and likes were included. Nevertheless, few Chinese
COVID-19 related news article datasets have been constructed to support the
fact-checking research, a gap this study attempts to fill.

To improve the accuracy of fact-checking, especially in identifying true and
false news reports, an increasing number of studies have integrated human-based
methods with the development of machine learning classification [14, 19, 15, 17].
Collaborative intelligence (CI), as a shared human group intelligence approach,
relies on group cooperation and efforts to achieve consensus decision-making
[12], a method now widely used in many disciplines. Gregg [7] demonstrated the
requirement for designing CI applications, in which he developed the “DDtrac”
application for children with special needs. This application was intended to
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support decision-making in special education and therapy, allowing data collec-
tion and providing tools for data analysis to understand a child’s progress and
adjust the teaching where necessary. Elia et al. [6] proposed a framework for
the digital entrepreneurship ecosystem using a collective intelligence approach.
The authors presented four dimensions associated with digital actors (who), dig-
ital activities (what), digital motivations (why), and digital organization (how).
Moreover, they suggested how the entrepreneurial process can take advantage of
the platform-based innovation ecosystem and collective intelligence approach. To
understand how the healthcare ecosystem is challenged by COVID-19, a recent
study by Secundo et al. [18] proposed a framework using digital technologies
based on the collective intelligence principle. Their analysis introduced policy
implications based on a unique decision support system to allocate a limited
set of IoT devices to a larger group of patients, balancing alternative needs to
improve the condition of severely ill patients while maximizing the efficiency of
device use. The collaborative intelligence approach, however, has not been used
to detect COVID-19 related news articles.

3 Methods and Framework

In this section, we explain how we collected the data and information in the
dataset. We then introduce SAMS, a collaborative intelligence approach for fake
news detection.

3.1 Data Collection

We defined a group of guidelines in the data collection process to obtain the
COVID-19 related Chinese news articles with the ground truth labels. Our guide-
lines are described below.

– Label data. To collect reliable COVID-19 news, we rely on official and rep-
utable news reports, including those from the Chinese Center for Disease
Control and Prevention (CCDC), as well as national and local official online
media. News articles from these sources are highly credible. On the other
hand, when collecting fake news, we need to ensure that each falsehood has
been defined by experts and that their detailed evaluation of the reports is
published. Some existing platforms such as Jiaozhen from Tencent and Da-
jia from Weibo have been designed for news verification and can be used as
channels for our fake news collection.

– Diversify sources and topics. To avoid common writing style issues, we in-
cluded many news articles from different online media. In addition, to avoid
classification bias, we balanced the number of true and fake news reports,
to develop a database covering various topics, including health, economics,
politics, sports, culture, and technology.

By following the data collection guidelines, we filtered true and false news
from 126 Chinese digital media platforms between January 2020 and January
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2021. Our final sample included 810 true and 422 false stories. Table 1 shows the
descriptive statistics of the article length. The average length of true and false
news articles is 333 and 184 words, respectively. Table 1 presents an overview of
the dataset and details concerning article length.

Table 1. Dataset overview

Category Samples Title Length Snippet Length Total Length

True 810 18.5 164 184
False 422 19.8 312 333

To reach a broader distribution of the sources and topics, we collected up to
15 articles from each newspaper platform, which covered at least three different
topics. Each news article contains the following components:

– ID: unique identity in the format of digital number
– Topic: subject of the article. If possible, the location of the news is attached
– Publisher: name of the publisher
– Title: title of the article
– Snippet: summary of the article
– Full text: full-textual information of the news article
– URL: address of the article. For fake news stories, the URL refers to the

content as shown in Figure 1, which includes the false information, analysis
report, the expert’s name, and the location where the result was published

– Publish date: the time of publication on the newspaper platform (yyyy-mm-
dd)

– Source: where the article comes from. This information might be missed in
the fake news dataset because of removal from the original website

– Label: real or fake labeling for the news article

3.2 SAMS - collaborative intelligence approach

Although machine learning is a widely used tool for fake news detection, research
of mixed-initiative fact-checking [14, 19] suggests that machine learning alone is
not as accurate as integrating the human element into the fact-checking pro-
cess. To do this, we proposed a collaborative intelligence approach-based system
with the linear machine learning classification, to detect COVID-related fake
news articles in Chinese. In our approach, we followed and adapted the guide-
lines of SAMS [19], in which four important features are identified to perform
fact-checking: source, author, message, and spelling. Automatically answering
questions about these four features is non-viable, and humans can do better by
performing fact-checking skills such as searching for facts on trustworthy data
resources. We define a process with tips and tricks to easily answer each of the
questions for SAMS.
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Fig. 1. An example of a fake news article with an expert’s evaluation on the Jiaozhen
platform

– Source - taking a critical look at the source, both data, and metadata, is
the first step. The goal is to understand if the Chinese news content has
sources and if they are reliable.

– Author - identifying whether there is an author for the news item. In prin-
ciple, real and serious news articles usually have an author. It is necessary
to check for related publications by the same author.

– Message - checking whether the message is clear, balanced, and fair. It
should not contain unsupported or outrageous statements.

– Spelling - verifying grammar mistakes, such as repeated spelling mistakes,
poor grammar, incorrect punctuation. Reputable news articles are carefully
proofread before publication.

Fig. 2. Proposed collaborative intelligence framework following the SAMS approach[19]

Figure 2 illustrates the method’s framework—the collaborative intelligence
approach-based component, which aggregates the inputs from multiple users
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to infer the true answers related to SAMS questions. The output of the users’
answers is a vector of four continuous values. The output of SAMS is then
aggregated into a feature vector. Finally, the generated features are used for
training and evaluating the machine learning models.

4 Implementation and Evaluation

While machine learning approaches are now widely used to detect false news
on social media [21], because of the difficulty of classifying using algorithmic
methods only, other approaches rely on crowdsourcing [23] or hybrid human-
machine [20, 19] that leverage cognitive skills of online users.

In this study, we focus on evaluating the importance of human-provided
feedback via the SAMS [19] features. Initially, two annotators provided answers
to SAMS questions as described in Section 3.2. The answer was rated on a scale
of 0 to 1, where 1 is ‘completely agree with the criteria’, and 0 indicates the
opposite, i.e., not applicable. The scores from two annotators were aggregated
by averaging the values and generating a vector with four features. Because of
the low number of features, we use a logistic classification model that models the
probability of the news article belonging to one of two categories, true or false.
We split the dataset into training and testing, assigning 80% of the data for
training the model and 20% for evaluating the performance of the classification
model. Since the two dataset classes are not equally represented (810 true, 422
false new articles), the training (true: 648 samples, false: 337 samples) and testing
(true: 162 samples, false: 85 samples) sets were sampled to preserve the dataset
distribution.

Table 2. Evaluation results

Reference

Prediction Real False

Real 162 3
False 0 82

Accuracy Sensitivity Specificity

0.98 1.0 0.96

The results are presented in Table 2. The classification accuracy of the model
is 98%, where the positive class is considered the real news articles. The sensitiv-
ity is 100%, meaning the model correctly classifies all the true news (162/162),
whereas the specificity is 96%: 82 out of 85 false articles were correctly classified
as false and 3 were misclassified as true. The high accuracy results can be justi-
fied because the SAMS scores were provided by annotators who are well-trained
and understand the topic of false news.

5 Conclusion

In this study, we built a Chinese news article dataset of COVID-19 misinforma-
tion, containing 1266 verified news articles from 118 Chinese digital newspaper
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platforms from January 2020 to January 2021. Each news article contains ground
truth labels, which could serve as a contribution to the COVID-19 false news
research community. Moreover, we propose a collaborative intelligence approach,
focusing on human-centered feedback to examine the questions from source, mes-
sage, author, and spelling in the news article. Our preliminary results show that
the four SAMS features are the most important in the classification model and
are an effective (highly accurate) mechanism for combating digital misinforma-
tion. Our future research will focus on false news detection using a data mining
approach, combining statistical and sentiment-based features automatically ex-
tracted from the text of the Chinese news articles.
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