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ABSTRACT 

The ubiquitous computing era is bringing to the human the 
possibility to interact always and everywhere with digital 
information. However, the interaction means used to access 
this information exploit only few of the human 
sensorimotor abilities. Most of these interactions happen 
through traditional desktop or mobile interfaces, which 
often involve just vision and hearing senses and require the 
movement of only one finger. The aim of this workshop is 
rediscovering the role of human body and senses, focusing 
on abilities that are often forgotten by the HCI designers, in 
order to provide new body experiences through the design 
of novel interactions in smart environments. The focus of 
this workshop will go beyond the mere design of 
multimodal interfaces and will exploit theories of embodied 
cognition to design new full-body experiences to explore 
ambient space and, more in general, the environment. 
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INTRODUCTION AND WORKSHOP RATIONALE 
Since the roman architect Vitruvius, human beings are 
using the body as a referent to construct adapted spaces and 
buildings [6]. The importance of using the human body to 
define and measure reality is nowadays particularly famous 
thanks to Leonardo da Vinci: designing the Vitruvian Man, 
he suggested to put the human body in the center of 
everything, bracing Vitruvius’ proportions designed to 
make spaces better suited for humans in architectural 
perspective. Moreover, the anatomical studies of Leonardo 

da Vinci were important not only for his artistic production, 
but also for his mechanical inventions designed around the 
human body. Therefore, the human body becomes not only 
something able to occupy the space, but it represents the 
more relevant element to define the environment around us.  
The body represents also a main component in the process 
to describe and organize the surrounding environment: 
people define coordinates and orientation completely 
related to their body.  
While the human body is often used as a measurement unit 
for the surrounding space (e.g., inch and feet units in the 
imperial system), at the same time, it offers also the main 
tools for measuring the environment: the human senses 
[36]. Since their birth, most living beings start exploring 
their environment with their senses, building knowledge 
about it. Human beings do it through the five traditional 
senses: sight, hearing, taste, smell and touch. Besides 
sensing the external world, an important part of human 
senses focuses on the internal status. Proprioception is also 
fundamental to discover the external world through our 
body. Indeed, theories of embodied cognition suggest that 
knowledge is generated by coupling action and perception, 
through continuous body interactions with the environment 
[1].  
The ubiquitous computing era is embedding several 
computational capabilities and digital information all 
around in the human living environment, allowing to the 
users continuous and seamless access to them [16]. 
Nevertheless, most of these interactions with digital 
information are characterized by a poor usage of our 
sensorimotor abilities [8]. The transition from desktop to 
mobile interfaces improved consistently the user 
experience, but did not improve much the user’s body 
experience. Indeed, mobile interfaces still rely mostly on 
sight and hearing, with basic tactile feedback and simple 
body movements, such as one-finger swipe gestures and 
taps. Users are getting acquainted to these gestures and 
when asked for which gesture they would like to perform to 
interact with different objects, they often propose the same 
basic gestures performed on the smartphones [9][10].  
Going beyond the traditional interaction model, we intend 
to focus on physical interactions that make more use of the 
richness of the body, of the senses and of the movements 
and actions as the most relevant parts of cognition [1].  
Full-body interaction represents an unusual way to interact 
because in this process body covers a double role: it is a 
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controller able to move with several degrees of freedom and 
it becomes also an interface to exchange information with 
the surrounding environment.  
We propose to apply a critical design method in order to 
provoke a reflection about the values and the role of body 
in interaction. The critical design approach is receiving 
much attention in the Human Computer as an instrument 
able to push reflection and rethinking with critical attention 
life attitude. Following these insights, we choose a critical 
design method to stimulate a “critical sensibility” in users 
[5]. We exploit this approach as “a form of social research” 
[17] to understand the relations between body, five senses 
and the environment, eliciting these relations in a more 
natural and spontaneous form. 

RELATED WORK AND WORKSHOP TOPICS 
The exploration of body-in-action and enactments is 
popular in embodied cognition theory and in its applications 
[34]. Van Dijk et al.’s Floor-It system [34] surrounded the 
body of the participants to a brainstorming with projected 
insights of their thoughts, such as sticky-notes or mock-up 
photos, which could be manipulated through foot gestures 
and connected to the insights of other participants to foster 
discussions. Mora-Guiard et al. [6] designed an interactive 
installation where children could explore on projected 
surface small objects on different scales and compare them 
with their body, using body as a measurement unit. The 
Skinput system [35] demonstrated that the body can be used 
also as an interface, both for input, through gestures on the 
skin, and output, through light projected on the arm.  
While the exploration of multisensory digital experiences 
dates back to 1962 with Helig’s Sensorama [33], few 
common applications for the exploitation of the whole 
spectrum of human senses exist. In the research field, much 
has been investigated under the term of multimodal 
interaction, which exploits the human ability to process 
more than one interaction modality at a time [12]. However, 
typical interaction modalities exploited in multimodal 
interfaces are gesture and speech: unconventional senses 
such as smell and taste are generally ignored. Indeed, in the 
ubiquitous computing era, the senses used for digital 
interaction purposes are still limited [13]. Following this 
insight [14], Obrist recently investigated the design space of 
three interaction modalities still mostly unexplored for HCI, 
smell [26], taste [31], and touch [32]. Besides vision and 
hearing, touch is probably the most used sense to interact 
with technology and a lot of research has been done in the 
field of haptic interfaces [15]. Haptic devices use several 
different techniques to stimulate the different 
mechanoreceptors that are present in our skin (e.g., for 
vibration, pressure, touch, stretch), but also the internal 
kinesthetic receptors that are used to assess the joint 
positions and movements, forces, weights and muscle 
activities [7]. New technologies in this field open new 
perspectives for the design of ubiquitous interaction. For 
instance, tactile displays [29] promise a revolution in the 
mobile interfaces, while muscle actuation techniques can 

introduce kinesthetic affordances for the interaction with 
everyday objects [30]. Touch can be used to explore the 
surrounding environment and its living inhabitants. In this 
latter case, touch is an important carrier of emotions, [37]. 
Since the human olfactory sense is composed by a much 
more complex system with hundreds of different receptors, 
sensing and recreating smells for digital interaction 
purposes is a difficult task from a technological point of 
view [26]. Generally, existing systems exploit different 
types of scent diffusors; electrical brain stimulation for 
digital smell generation is also currently under investigation 
[27]. The sense of a taste relies on much more simpler 
receptors that can be stimulated digitally, although only 
with invasive systems [31]. Similarly to scent diffusors, 
flavored cartridges could be used to coat surfaces for 
recreating digital tastes [28], although clear limitations arise 
from the user acceptance point of view.  
While exploiting the different senses enriches the user 
experience, combining the same stimuli across different 
senses can lead to interesting cross-modal effects: Hogan et 
al. [19] demonstrated that coupling of visual, tactile and 
audio senses improve the performance of people to act on a 
system. Also, Matusz et al. [18] exploited the values of 
multimodal interaction to reduce disease in children with 
attention problems. In Meta Cookie [21], the system was 
able to change the perceived taste of a cookie by changing 
its visual appearance with augmented reality technology 
and the smell through scents. 
Another branch in HCI is exploiting the possibility to 
combine different and unexpected senses to surprise the 
users by offering them new products: for instance, Ishii 
with Music Bottle [20] proposed to rethink Weiser's 
transparent computer using an innovative metaphor: bottle 
becomes a container and a controller of digital information. 
Instead to smell a perfume, when the users open the bottle, 
they perceive a sound combined with changing colors. 
Sound Perfume [22] and Scented Pebbles [24] enrich the 
face-to-face conversation adding smell and sound to 
improve the exchange of emotions. Taste+ [23] is a proof to 
digitally enhance the taste sensations of food and beverages 
without additional flavoring ingredients. Finally, 
SensaBubble [25] is a chrono-sensory mid-air display that 
produces smelling bubbles to exchange information to the 
user via using different sensorial modalities.  

WORKSHOP PROPOSAL 
The workshop aims at gathering around 15-20 participants. 
We encourage the participation of young practitioners but 
also more experienced researchers from different 
backgrounds (design, engineering, computing, arts, social 
sciences, neurosciences, ergonomics, etc.), with previous 
experience in multisensory interaction, full-body interaction 
or embodied cognition. Workshop participants are invited 
to submit 4 to 6 page papers that cover one or more topics 
suggested in the call for papers. First, the participants will 
briefly present and discuss their contributions. Second, they 
will benefit to be engaged in hands-on sessions to reason 
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about unexplored body abilities. Using a critical design 
approach, we will stimulate the combination of different 
senses and perceptions in order to achieve new ideas of 
interaction and experience the capabilities offered by the 
human body and senses in interacting with the surrounding 
environment. The critical design method should be able to 
promote reflection about body's natural abilities and how to 
better exploit them in the ubiquitous computing era. The 
main goal would be to provide a hands-on exploration using 
digital technology and the body. In order to achieve a more 
practical knowledge, the participants, divided into small 
groups, will be able to experiment directly through their 
body, benefiting also of the material provided by the 
workshop organizers such as scents, sounding objects, tasty 
food, textiles and objects with rough and soft surfaces for 
different tactile feedback and stiffness, light projectors. In 
the following phase, participants will discuss ideas for an 
original interaction installation and will materialize those 
ideas with the support of paper prototyping materials. 
Finally, participants will present the results of the design 
session to the other workshop participants and they will 
discuss the qualities of the designed interactions. 

WORKSHOP TOPIC 

According to the related topics, 8 papers have been selected 
and will be presented during the workshop. 
(i) Concerning the view about the body contains the 
particular condition of being simultaneously subject and 
object of interaction, Pacheco [37] discusses about the 
current need for technology that takes into account the 
experiential and smart body that expands its semiotic world, 
providing new channels for self- expression and learning. 
(ii) Matassa and Cena [42] propose a study for the design of 
an innovative gestural corpus to allow a natural, simple 
interaction and communication in social smart space 
through the body. (iii) Mitchell [40] proposes an approach 
to  leverage human sensorimotor abilities going beyond the 
traditional five senses. It introduces the sense of ownership 
to tell about how senses are influenced by our perceptions 
as to who something belongs to. (iv) Using the theory of 
image schemata and the concept of embodied metaphor, 
Gumtau [44] introduces the importance of the body as a 
fundamental partner in action, interaction, communication 
and therefore meaning making. It is argued that there are 
mental concepts that cross sensory modes, and which can 
be harvested as affordances for embodied interaction 
design. (v) Rapp et al. [41] propose to investigate the smart 
objects embed computational capabilities in everyday 
objects opening opportunities for designing new forms of 
interaction based on the user’s bodily experience. (vi) 
Following calm Ubiquitous Computing approach, Peterson 
et al. [39] present a way for pushing the frontier of mobile 
context-aware systems design in a direction where the 
services that are used by human agents can potentially 
blend more gracefully with ongoing activities by taking the 
load on human senses and mind into account at all times. 
(vii) Brayda et al. [43] introduce how to build a wearable 

multichannel binaural hearing aid, which hosts an effective 
beamforming algorithm able to improve speech 
intelligibility.  (viii) Angelini et al. [45] present a concept of 
a Multisensory Interactive Window, which aims at 
improving older adults’ life with an intuitive system for 
communicate with distant people and visit distant places. 

EXPECTED WORKSHOP RESULTS 
This workshop aims at building a community interested in 
exploring full-body and multisensory experiences for 
ubiquitous interaction. The workshop will allow 
participants to see different points of view about the field 
from people with different backgrounds, enriching not only 
their personal experience but also the community’s 
knowledge as a whole.  We expect that at the end of the 
workshop participants will have collected a new 
understanding about the importance of the body in the 
design of an immersive and natural experience in the 
environment. We expect also that they will learn the 
fundamental skills for designing new body-focused services 
in the future. Indeed, the insights generated during the 
workshop will support the advancement of multisensory 
and full-body interaction research fields and the results of 
the workshop will be shared with the scientific community. 
The insights of the workshop will be shared also on the 
workshop web site, which will be used by the newly formed 
community to share new insights from the field, with the 
help of a forum section to support long-term discussions 
among the workshop participants, the organization of joint 
research studies and the writing of papers. 
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Assunta Matassa is a PhD Student at the Department of 
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