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ABSTRACT
The goal of the system presented in this demo is to make
possible for the visually and hearing impaired audience to
live empathetic viewing experiences using their home the-
atre. In this work we suggest the incorporation of new emo-
tion communication modalities into the standard television,
to provide the targeted audience with sensations that they
do not have the opportunity to enjoy because of their dis-
ability.

Categories and Subject Descriptors
H.5.1 [INFORMATION INTERFACES AND PRE-
SENTATION]: Multimedia Information Systems—Video

Keywords
Sentiment analysis; video analysis; affect communication

1. INTRODUCTION
There are lots of competitors in the television market, that

need to differentiate themselves providing new functionali-
ties to their products and to respond to the needs of con-
sumers. Increasing the immersion of viewers in movies is one
of the axes of the evolution of television experience. Hearing
and visually impaired people are a special and challenging
audience. In fact, some solutions exist to provide these peo-
ple with the semantic content of the video using for instance
subtitles for the hearing impaired and audio-description for
the visually impaired, but solutions that bring them the
emotions contained in the movies are not so common yet.
In this paper, emotion communication modalities compat-
ible with televisions are presented in order to assure more
immersion and empathic sensations to the viewers.

2. RELATED WORK
Many new technologies have appeared adding synchro-

nised devices to the home theatre aiming to enhance the
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Figure 1: System setup

TV viewing experience. Second screen apps such as Syfy
Sync [1] are developed to work together with Philips Hue
lights in order to change the room lightning (color and in-
tensity) at key moments (particular scenes, such as extreme
weather, or intense violence) of the TV shows. More ad-
vanced features, such as Microsoft’s IllumiRoom [3] project,
augment the area surrounding a television screen with pro-
jected visualizations to enhance the traditional living room
entertainment experience. The audio cue is also being en-
hanced by working on 3D sound audio system embedded in
the new generation TVs. Researches also focused on emo-
tional subtitles [4] in order to express emotions in originally
static text. These techniques do enhance the TV viewing
experience but do not offer any substitutes for the malfunc-
tioning senses of the impaired viewers.

3. SYSTEM OVERVIEW
The system is composed of a backend application, a main

screen application and a set of different emotion communica-
tion devices: the TV monitor displaying the movie and the
special subtitles, environmental lights, and a second screen
application.

In the database, each second of each movie is annotated,
showing seven probability values corresponding to the seven
basic emotions: anger, disgust, fear, happiness, sadness, sur-
prise and neutral. The highest value denotes the emotion
mostly perceived in the given scene. This annotation is ob-
tained after a previous processing step applied on the movie
in the backend. First, multiple visual and audio features
are extracted from each frame per second and over one sec-
ond long audio clips respectively. Then a previously trained
classifier on emotion annotated video datasets, is applied on
these features in order to recognise the emotions for each sec-
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Figure 2: Emotion communication via Philips Hue
lights: a) TV rear mounted LightStrip b) Blooms
setup c) Lighting from beneath for negative emo-
tions d) Lighting from above for positive emotions.

ond of the movie. For classification, a Random Forrest Tree
is used after training it on the Acted Facial Expressions in
the Wild dataset (AFEW) and the FilmStim dataset. The
best result of 32% of accuracy is obtained when using audio
features inspired from the INTERSPEECH 2010 challenge
and deep learning based visual features addressing both vi-
sual content and sentiment [2].

When watching a movie, first the movie is loaded with its
emotional annotation and subtitles from the database to the
backend application. Then, the video file and the subtitles
are sent to the main screen application where the movie is
played. While playing, the main screen application sends a
command to all the emotion communication modalities to
display the emotion corresponding to the current frame.

3.1 Emotion communication devices
Multiple devices and techniques are used to convey emo-

tions to the users while watching a movie. The backend
application synchronises these devices with the video player
in order to present the right emotion at the right time:

Environmental lights Two Philips Hue Blooms and one
Philips Hue LightStrip are used for expressing emotions via
lights (see Figure 2). The strip LED light, attached to the
borders of the TV screen, changes colours according to the
current emotion, while the Hue light, in addition of chang-
ing colours, modifies the projection type. In fact, two Hue
LED’s are used in order to enlighten a plant in two different
ways: either from above or from beneath it. This difference
of light projection is used to differentiate between positive
and negative emotions respectively. As for the colours red
is used for anger, green for disgust, blue for fear, yellow for
happiness, grey for sadness and pink for surprise.

Second screen A mobile application is developed on the
Android platform to accompany the viewers during their
movie. The application is controlled by the backend that
sends at each second, the corresponding emotion that needs
to be presented on the second screen. A translator layer is
implemented that takes the emotion value and fires accord-
ingly three different events:

1. Displays on the screen the corresponding smiley face
(see Figure 3).

2. Plays a background music that is lyrics free and with
low volume so it will not disturb the viewer from not
hearing the movie’s audio but just enough to set a
certain mood.

3. Starts a vibrations that will stimulate the viewer -
who is supposed to hold the mobile phone in his hand,

Figure 3: Emoticons shown on a second screen.

or visual impairment, it was clearly revealed that there is
some considerable work to add. SensiTV is developed in
order to fill these lacks. It will contain two main modules:
a module for emotion recognition from audio-visual
content as well as a module for communicating these
detected emotions to the viewers in realtime while they
are watching the concerned video. In Figure 2 we are
presenting the general concept of the SensiTV project
with its two main modules.

Emotion Vibration
pattern

Anger

Disgust

Fear

Happiness

Sadness

Surprise

Table 1: Vibration patterns for
each emotion

Emotion recognition in movies
Feature extraction
It has been proven that both audio and visual content are
important when trying to depict the a↵ective content of a
specific scene. The cinematographic techniques, used to
awaken certain emotions, are also the guide in finding
adequate features but they represent high level features
that are hard to detect programmatically (ex. filming from
behind the character). In the following we will describe the
extracted features in our system for emotion classification.

Audio features: The audio features are extracted using a
tool called OpenSMILE which enables specifying the
framing and windowing over an audio file, as well as it
gives the possibility to apply functions on the retrieved
features. The audio features extracted are inspired of the
ones used in the INTERSPEECH 2010 paraliguistic
challenge[10]. Over these features the following functions
are applied over a window of 1 second: Linear regression,
Range, Skeweness, Kurtosis, Standard deviation,
Minimum, Maximum, Mean and Delta regression.

Visual features: One frame per second is used to extract
the following visual features: brightness, shot cut density,

edges, color histogram, arousal and the biconcept1.

After the feature extraction process, the audio and visual
features are concatenated, normalised and a Linear
Discriminant Analysis (LDA) is applied on them in order
to reduce their dimensionality.

Classification
The Support Vector Machine (SVM) has proven its
capabilities for emotion features classification from audio
visual content as seen in the state of the art. This led the
choice of an SVM to be used for classification. In our
case, we need to classify 7 emotions so we are using the
one-to-one approach for multi-class classification. The
one-to-one approach tend to train one classifier for each
pair of classes. The SVM is based on an rbf kernel in
order to treat nonlinear data.

Communicating emotions
Synchronisation with the video player
Once the movie is a↵ectively annotated, we track the
movie’s progress when the user is watching and
synchronise all the emotion communication modalities
with it. The following actions should be monitored: the
frame has changed while playing the movie, the movie is
paused, the movie is stopped. Once the previously
mentioned events are intercepted, the current frame value
is extracted as well as the corresponding emotion.

Emotion Communication process
The emotion communication modalities rely on lights, a
mobile application and on screen subtitles. At each
second of the movie, a command for expressing the
corresponding emotion is sent to these three modalities.

1The biconcept is a feature vector of size 1200 developed in the
visual sentiment ontology study[2].

Figure 4: Vibration patterns for each emotion

about some event occurence. The different emotions
have different stimuli or vibration patterns as shown
in Figure 4.

Monitor display On the monitor displaying the movie,
subtitles are added as well. These subtitles change font,
colour and size according to the emotion they convey. CSS
classes are created for each emotion and are attributed for
each sentence in the movie. The subtitles are generated
automatically using the Google Speech Recognition API and
saved in a WebVTT file (Web Video Text Tracks format).

The association of colors and emoticons to emotions has
been evaluated with a survey conducted on 126 men and 87
women aged between 17 and 60 (avg. 24).

4. CONCLUSION
The designed system presents multiple techniques and de-

vices that can encode an emotional information and deliver
it to the television audience. Each of these proposed tech-
niques do target a different sense in order to ensure their ef-
fectiveness on hearing and visually impaired viewers. With
this solution, the TV viewing experience is enhanced by de-
livering more immersion for the global users and better con-
tent delivery for the targeted audience.
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