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A B S T R A C T   

Energy improvements in the energy sector constitute a key strategy to mitigate climate change. These expected 
improvements increasingly depend on the development of materials with improved surface characteristics. To 
prospectively assess the large-scale benefits and trade-offs of such novel surface engineering (SE) technology 
deployments in the energy sector, an integrated modelling framework is proposed. This paper links an integrated 
assessment model (IAM) forecasting socio-economic changes in energy supply with life cycle assessment (LCA) 
models of targeted technology candidates. Different shared socio-economic pathway narratives are used with the 
MESSAGE IAM to forecast future energy supply scenarios. A dynamic vintage model is employed to model plants 
decommissioning and adoption rates of innovative SE. Potential benefits and impacts of SE are assessed through 
prospective LCA. The approach is used to estimate the prospective GHG emission reduction potential achieved by 
large-scale adoption of innovative SE technologies to improve the efficiency of four energy conversion tech-
nologies (coal power plants, gas turbines, wind turbines and solar panels) until 2100. Applying innovative SE 
technologies to the energy sector has the potential of reducing annual CO2-eq emissions by 1.8 Gt in 2050 and 
3.4 Gt in 2100 in an optimistic socio-economic pathway scenario. This corresponds to 7% and 8.5% annual 
reduction in the energy sector in 2050 and 2100, respectively. The mitigation potential of applying innovative SE 
technologies highly depends on the energy technology, the socio-economic pathways, and the implementation of 
stringent GHG mitigation policies. Due to their high carbon intensity, fossil-based technologies showed a higher 
GHG mitigation potential compared to renewables. Besides, GHG emissions related to the SE processes are 
largely offset by the GHG savings of the energy conversion technologies where the innovative SE technologies are 
applied.   

1. Introduction 

Electricity and heat production was the largest contributing sector 
(37%) to fossil CO2 emissions in 2018 [1]. This sector is expected to 
remain pivotal for climate change mitigation, where the energy demand 
is expected to increase by 1.3% each year until 2040 under business-as- 
usual scenarios [2]. Although the use of some technologies (e.g., carbon 
capture and storage and renewable energy sources) to supply the 
increased demand provides a good potential in reducing greenhouse gas 
(GHG) emissions [3,4], a portfolio of different mitigation options is 

needed to solve the climate problem [5]. Improving the technical effi-
ciency of energy technologies is a key mitigation strategy in any port-
folio [6–8] where emission mitigation and decoupling policies should 
focus on improving the energy efficiency [9]. This justifies the European 
Union target of achieving a 36% energy efficiency improvement in 2030 
compared to 1990, which will contribute to reaching their goal of a 55% 
reduction of GHG emissions [10]. Such efficiency gains will largely 
depend on improved surface properties. The use of surface engineering 
(SE) technologies thus has the potential of improving the energy effi-
ciency in the energy sector, but surprisingly its potential role is still not 
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widely studied in literature. 
Surface engineering “encompasses all of those techniques and pro-

cesses which are utilized to induce, modify, and enhance the perfor-
mance – such as wear, fatigue and corrosion resistance and 
biocompatibility – of surfaces” [11]. Surface engineering technologies 
usually result in an increase in the component lifetime (e.g., by wear 
protection) [12] or a reduced energy demand in the use phase (e.g., by 
friction reduction) [13]. In the energy sector, surface engineering 
technologies could be used to further improve the efficiency of coal 
power plants [14], gas turbines [15], solar panels [16] and wind tur-
bines [17]. In other energy conversion technologies, SE is mainly used to 
extend the lifetime of some components. Corrosion resistance coatings 
for critical components in biomass and waste-to-energy facilities have 
been recently developed to extend plant lifetimes [18]. In hydroelectric 
power plants, novel coating materials resist abrasive erosion and extend 
the lifespan of hydro turbines [19]. For nuclear power applications, the 
coating is usually used for the fuel storage (either new or used) to protect 
from corrosion. A zirconium alloy is used as fuel cladding to prevent 
radioactive fuel from dissipating into the coolant [20] and copper 
coatings are developed as corrosion barriers for used fuel nuclear con-
tainers [21]. When assessing the benefits of different coatings, it is 
necessary to investigate their performance under harsh conditions. For 
example, the reliability of thermal barrier coatings (TBCs) in gas turbine 
blade during erosion [22] and the durability of icephobic coatings 
during deicing cycles [23] could mean that recoating is necessary. 
Although the literature in the surface engineering domain is rich from a 
material-science point of view, “no holistic life cycle engineering 
approach can be found for the specific requirements of surface engi-
neering” to study their environmental impacts [13]. 

While SE technologies provide efficiency improvements leading to 
lower GHG emissions in the use phase, they also incur some emissions 
during the production of coating materials and the coating process. To 
ensure that there is no shift of burden between different life cycle pha-
ses, a holistic perspective, such as life cycle assessment (LCA), should be 
used [24]. Various LCA studies examined individual SE technologies, 
mostly focusing on the impacts of the coating process in SE [25–28], 
while only few included the potential benefits in terms of reduced 
emissions during the use phase [29,30]. All these studies are of retro-
spective nature, whereas SE technologies are evolving and prospective 
LCAs are thus needed to anticipate and guide future technical de-
velopments. In a prospective LCA of an emerging technology, different 
technology alternatives should be analyzed and scenarios should be 
included [31]. Cooper and Gutowski [32] go further and propose 
including the market size of the new technology now and in the future, 
in addition to its diffusion and displacement rates, to extend the 
explorative analysis of anticipatory LCAs, which is currently missing in 
most studies. 

To bring this large-scale, prospective dimension to LCA methodol-
ogy, complementary tools are needed. Integrated Assessment Models 
(IAMs) provide future market sizes of energy conversion technologies 
based on consistent socio-economic pathways, filling this gap [33]. IAMs 
are numerical models that center on studying different pathways and 
scenarios for human and earth systems involving technology shifts and 
disruptions within the context of climate change and energy optimiza-
tion [34]. The scenarios supply “descriptions of the future industrial 
system, such as the electricity mix, as input data to industrial ecology 
models for prospective assessment of specific emissions mitigation 
strategies not considered in IAMs” [35]. IAMs are usually linked to LCA 
to analyze the impact of evolving electricity mix supply in the future on 
specific technologies, e.g., comparing internal combustion engine ve-
hicles with electric vehicles [36] and alternative aluminum production 
[37]. LCA is also linked to IAMs to account for possible shifts of impacts 
between different environmental categories in the energy sector, by 
including additional categories to GHG emissions [38–41]. The sce-
narios are driven by narratives describing different socio-economic 
pathways. The shared socio-economic pathways (SSPs) are commonly 

used narratives, where they are defined based on challenges for miti-
gation and for adaptation [42]. 

The aim of this paper is to quantify the environmental benefits and 
trade-offs of large-scale adoption of innovative surface engineering 
technologies to improve the energy conversion efficiency in the energy 
sector under different prospective socio-economic and policy scenarios. 
In other words, this article explores the share of expected energy effi-
ciencies that hinges on the successful development and deployment of 
innovative SE technologies. The anticipated environmental perfor-
mances are assessed in terms of potential impacts on the climate, on 
ecosystem quality, and on human health to identify potential burden 
shifting. The term “innovative” refers to traditional or new technologies 
that are not currently used in the energy sector, or technologies that are 
currently used but with new coating materials. The energy conversion 
technologies studied are coal power plants, gas turbines, solar panels 
and wind turbines. Due to the high uncertainty in the amount of lifetime 
extension achieved due to corrosion/erosion resistance in other energy 
conversion technologies, such applications are out of the scope of the 
study. 

2. Material and methods 

In this study, we develop an approach to quantify the benefits and 
potential trade-offs of surface engineering in three main steps (Fig. 1). 
The following section proceeds by explaining each step: (2.1) identifying 
and documenting innovative surface engineering technologies and the 
efficiency gains that they enable, (2.2) developing sector-specific sce-
narios to scale up these gains, and (2.3) assessing the potential envi-
ronmental benefits and impacts of these deployment scenarios. 

2.1. Identifying innovative surface engineering technologies in the energy 
sector 

This section gives an overview of the chosen innovative surface en-
gineering technologies used to improve energy conversion efficiency in 
coal power plants, gas turbines, solar panels and wind turbines, where 
the current surface engineering research on energy technologies takes 
places. 

2.1.1. Corrosion resistant coatings for ultra-supercritical coal power plants 
Thermal power plants are described based on the conditions (pres-

sure and temperature) where the electricity is generated. Plants oper-
ating below 538 ◦C are termed subcritical, between 538 ◦C and 565 ◦C 
are supercritical, and above 565 ◦C are ultra-supercritical, each with 
different efficiencies [43]. When operating at high temperatures, 
corrosion in the boiler is an issue and advanced materials or coatings are 
thus needed. In traditional coal power plants, 50/50 nickel chromium 
alloys are usually flame sprayed on boiler walls. Chromium oxidizes to 
Cr2O3 when alloyed with nickel, providing high temperature oxidation 
protection [14]. In ultra-supercritical conditions, higher hardness is 
required, thus other alloying elements should be used with nickel and 
chromium. Thermally sprayed NiCrBSi provides the desired properties 
and is currently used to protect against wear, abrasion, erosion and 
corrosion in various industrial applications (ibid.). Accordingly, we 
model NiCrBSi as the coating material to achieve efficiency improve-
ments from ultra-supercritical power plants. We make the conservative 
assumption that current coal power plants are supercritical, as is typi-
cally the case in China, the country with the highest coal power plant 
capacity [44]. Supercritical plants have an efficiency of around 37% and 
ultra-supercritical 45% [45], which corresponds to an energy improve-
ment of 22%. Therefore, in subsequent steps (Section 2.2), we will 
consider that a 22% improvement gain in ultra-supercritical coal power 
plants depends on innovative SE technology deployment. This param-
eter is varied between 10% and 30% to see the sensitivity of the results 
with respect to it. 
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2.1.2. New thermal barrier coatings for gas turbines 
Thermal barrier coatings (TBCs) are ceramic coatings applied to the 

surfaces of metallic parts (superalloys) in the hottest part of gas turbine 
engines, allowing for operation at higher gas temperatures [15]. The 
efficiency of gas turbines can be approximated by the Carnot efficiency 
(Eq. 1) multiplied by a Carnot factor of 0.75 [46]. The efficiency is thus 
directly proportional to the inlet gas temperature entering the turbine 
section (Thigh in Eq. 1), and reaching a higher temperature leads to an 
increase in the efficiency, assuming that we increase the pressure ratio as 
well [47]. Traditionally, 7 wt% yttria stabilized zirconia (YSZ) is the 
most commonly used TBC material due to its unique properties (low 
thermal conductivity and high thermal expansion); however, its appli-
cations are limited to 1200 ◦C. The search of new coating materials 
applicable at temperatures above 1300 ◦C is ongoing [48]. Coating 
materials with pyrochlores structure A2B2O7 have lower thermal con-
ductivity than YSZ and provide excellent thermal stability. In terms of 
thermal conductivity, La2Zr2O7 (LZ) is the most promising replacement 
for YSZ; however, its low thermal expansion coefficient leads to higher 
thermal stress. Thus, Gd2Zr2O7 (GZ) is more compatible in terms of 
thermal expansion and offers a good compromise [48] allowing to reach 
a temperature of 1400 ◦C [49,50]. To estimate the improved efficiency 
of gas turbines using GZ, the efficiency was calculated based on Eq. 1 
and multiplied by the Carnot factor. 

Carnot efficiency = 1 −
Tlow

Thigh
(1)  

where: Tlow: Lowest temperature in the cycle; the inlet of the 
compressor (in Kelvin) 

Thigh: Turbine inlet temperature (in Kelvin) 
The efficiency of combined cycle gas turbines with YSZ as a TBC is 

around 60% [51], with a Thigh of 1473 K, and a Tlow close to ambient 
temperature (287 K). When using GZ as a TBC, Thigh increases to 1673 K, 
while the ambient temperature stays the same. Based on Eq. 1 multiplied 
by the Carnot factor, the efficiency would increase from 60% to 62% (an 
improvement of 3.5%) when shifting to GZ as a TBC. Consequently, we 
will model a 3.5% improvement gain from SE technology deployment in 
the innovative gas turbines in the subsequent steps. This parameter is 
subject to temperatures achieved, and thus is varied between 1.5% and 
4%, corresponding to temperatures of 1300 ◦C and 1500 ◦C, respectively 
to see the sensitivity of the results with respect to it. 

2.1.3. Hydrophobic coating for solar panels (self-cleaning) 
Hydrophobicity is a characteristic of the surface with superior water- 

repellent properties and is usually quantified by the water contact angle 
(CA) and the sliding angle (SA). Surfaces with a CA > 90o are termed 

hydrophobic and those with a CA > 150o and SA < 10o are termed 
superhydrophobic [52]. Using hydrophobic coatings could achieve self- 
cleaning properties for surfaces by removing the dirt on the surface 
through rolling droplets of water on it. Solar photovoltaic panels can 
benefit from this property to improve their efficiency. Alamri et al. [16] 
found that solar panels coated with hydrophobic SiO2 nanomaterial had 
an improved efficiency of 5% compared to manually cleaned uncoated 
ones, and 15% compared to dusty panels with no cleaning. In our study, 
we used the average value of 10% to model the efficiency improvement 
when the panels are coated, and the extremes are used in the sensitivity 
analysis. 

2.1.4. Icephobic and superhydrophobic coatings for wind turbines 
Icephobic coatings can be used on surfaces to repel water droplets, 

delay ice nucleation and reduce ice adhesion, which is beneficial in wind 
turbines situated in cold regions because of passive anti-icing [53]. Poly 
(tetrafluoroethylene) (PTFE) has been identified as a candidate ice-
phobic coating for wind turbines, providing a contact angle of 145o and 
slipping angle of 45o [54]. The durability and practicality of applying 
icephobic coatings has been a limiting factor of implementing them 
[23], and accordingly we will use a superhydrophobic coating in our 
model. Superhydrophobicity, although not necessarily linked to ice-
phobicity (ibid.), can be used in anti-icing applications. Polyvinylidene 
fluoride (PVDF) was the only superhydrophobic coating tested as a 
candidate anti-icing coating for wind turbines [55], achieving a contact 
angle of 156o. The absence of data linking CA and SA to the amount of 
electric energy that can be saved by coating forces us to test the range 
provided in literature. Power losses due to ice accretion on the blades of 
wind turbines ranges between 0.005 and 50% [17]. In this study, we will 
model the improvement in generation efficiency with the average of 
25% by using PVDF superhydrophobic coating in northern climates, and 
this parameter will be varied between 0.005% and 50% in the sensitivity 
analysis. 

Table 1 summarizes the energy efficiency improvements that depend 
on innovative surface engineering technologies for different energy 
conversion technologies. Due to the uncertainty of the relative efficiency 
improvement values, a sensitivity analysis is also performed (Supple-
mentary material 1, Fig. S6) for the range provided between 
parentheses. 

2.2. Energy generation scenarios 

2.2.1. Baseline electricity mix scenarios 
Having identified the efficiency improvements from SE for each 

technology, the next step is applying this improvement on a large scale 
based on scenarios of evolution of the electricity mix. Prospective energy 

Fig. 1. Overview of the methodology used to identify the mitigation potential of surface engineering technologies in the energy generation sector. ISE: innovative 
surface engineering, SSP: Shared socio-economic pathway, g: grams, kWh: kilowatt hour, GWh: gigawatt hour. 
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scenarios until 2100, in terms of the total amount of energy supplied 
from each energy conversion technology, were obtained from the 
MESSAGE integrated assessment model [34], which includes 43 energy 
conversion technologies in 11 world regions and is available in open 
access. It operates in ten-year time steps between 2010 and 2100. 
MESSAGE was used with three baseline shared socio-economic scenarios 
[42] representing the two extreme scenarios (SSP1: “sustainability” and 
SSP3: “regional rivalry”) with the moderate one (SSP2: “middle of the 
road”). In addition to the baseline scenarios, policy scenarios are also 
included, which contain additional constraints to reach certain radiative 
forcing. In this study, the representative concentration pathways (RCPs) 
associated with policy scenarios limiting the temperature increase to 1.5 
degrees and 2 degrees were included. In the policy scenarios, technol-
ogies with carbon capture and storage (CCS) are also available. 

2.2.2. Vintage tracking through reverse calculation 
In our model, innovative SE technologies are adopted mainly by 

newly built power plants, thus it is important to anticipate both the 
replacement of decommissioned plants and the expansions in the 
installed capacity that are implied by the different energy scenarios. In 
absence of information about the age-cohort of the energy infrastructure 
in different SSPs over different years, we estimated these constructions 
with a stock-driven model, thereby estimating the in-use stock (in our 
case, the energy capacity satisfying a specific demand) as suggested by 
Pauliuk et al. [56]. Assuming that gas turbines, wind turbines and solar 
panels have a fixed lifetime of 30 years and coal power plants 40 years 
[57,58], the entire age-cohort would be decommissioned after 30 and 
40 years, respectively. The model was run between the years 2020 and 
2100, with a step of 10 years between each time series. In the outcomes 
of the MESSAGE model, no data is provided about the age-cohort of the 
energy infrastructure at t0–1 (the year 2010 in our case). Accordingly, a 
normal distribution with a mean μ = 20 years old and a standard de-
viation σ = 10 years was taken to allocate the total energy capacity 
satisfying the demand into three age groups: 10, 20 and 30 years 
remaining. For coal power plants, with a lifetime of 40 years, μ was set to 
25 years, and an additional age group of 40 years remaining is added. In 
the age-cohort table, this means that the capacity needed to supply the 
demand at t0–1 was installed in the years 1990, 2000, and 2010 
respectively (and 1980 for the coal power plants). For the coming years, 
a recursive procedure is repeated to fill the age-cohort; as the plants age 
(decommissioned), new ones are built to satisfy the increased demand. 
In some cases, the added capacity could be negative when the demand 
sharply reduces for some energy conversion technologies, so it is set to 
0 instead (i.e., no new capacity is added that year), and the negative 
capacity is added to the age-cohort of the oldest technology, indicating 
early decommissioning of older plants. More about the vintage tracking 
could be found in the Supplementary material 1. 

2.2.3. Penetration of innovative surface engineering technologies in the 
energy sector 

After identifying the vintage of the power plants, we modelled the 

penetration of SE enhanced coal power plants, gas turbines, solar panels 
and wind turbines building on three scenarios as per Table 2., consistent 
with the narratives given by the socio-economic pathways (SSPs) [42]. 
For SSP1, the technology development and transfer are rapid, and the 
shift of energy conversion technologies is “directed away from fossil 
fuels, towards efficiency and renewables.” In SSP2, the technology 
development is medium and uneven, the technology transfer is slow, and 
the change of energy conversion technologies has “some investment in 
renewables but continued reliance on fossil fuels.” SSP3 has slow tech-
nology development and transfer, and a “slow technology change, 
directed toward domestic energy sources.” In SSP1, retrofitting old 
plants by de-coating them and applying the new coating is assumed 
possible. In fact, gas turbine blades can be de-coated and recoated with 
minimum disruptions [59]. Besides, geographical constraints apply to 
the wind turbines, where innovative SE is used in northern countries 
where icing on the turbines increases downtimes in winter. In OECD, the 
proportion of wind turbines in cold climates is proxied by Canada and 
Sweden, the two cold regions with the highest capacities of wind tur-
bines (6% of the OECD supply) [60]. In the reforming economies (e.g., 
Russia, Ukraine and Kazakhstan), all countries have subzero tempera-
tures in the winter, and thus assumed to be cold climates. Accordingly, 
innovative SE is applied to all the energy supply in the reforming 
economies (REF)and 6% of the supply in the OECD. It is also assumed 
that 50% of the supplied energy from wind turbines occur in the winter. 

2.3. Environmental impacts 

Having determined the rate of adoption of each energy conversion 
technology and the size of their market uptake (Section 2.2), we then 
turn to quantify the environmental consequences of this adoption. For 
that, a life cycle perspective is adopted to evaluate the environmental 
burdens and benefits of identified SE technologies. The potential bur-
dens arise from the coating material and surface engineering processes, 
whereas the benefits are realized from the improved efficiency of energy 
conversion technologies as identified in Table 1. The inventory data for 
different coating techniques builds on proxy studies found in literature 
and documented in the Supplementary material 1 (Tables S1-S6). The 
inventory data of each energy conversion technology is based on the 
energy outputs of different scenarios in the IAM obtained from the 
model described in the previous section. 

The IAM provides the inventory of direct emissions associated with 
each energy conversion technology, but indirect emissions associated 
with other life cycle stages (e.g., mining and manufacturing) are not 
provided. Accordingly, emissions provided by the IAM are not used to 
quantify the environmental impacts. To include all the emissions and 
their related potential impacts, the impact factors for each technology 
(kgCO2-eq/kWh) are calculated using ecoinvent 3.5 [61] and charac-
terized with the “climate change, short term” midpoint indicator pro-
vided by IMPACTWorld+ (Default Recommended Midpoint 1.29) [62] 
and corresponding to the Global Warming Potential with 100-year time 

Table 1 
Efficiency improvements from applying innovative surface engineering tech-
nologies to different energy conversion technologies. The range in the paren-
theses is used in the sensitivity analysis. NiCrBSi: nickel chrome boron silicium; 
GZ: gadolinium zirconate; SiO2: silicon dioxide; PVDF: polyvinylidene fluoride.  

Energy conversion 
technology 

SE 
technology 

Coating 
material 

Relative improvement in 
energy conversion attributed 
to SE 

Coal power plants 
Thermal 
spray NiCrBSi 22% (10–30%) 

Gas turbines 
Thermal 
spray GZ 3.5% (1.5–4%) 

Solar panels Sol gel SiO2 10% (5–10%) 
Wind turbines paint PVDF 25% (0.005%–50%)  

Table 2 
Linking the three assessed surface engineering deployment scenarios with the 
corresponding shared socio-economic pathway (SSP).  

SE scenario Corresponding 
SSP 

Description 

Pessimistic SSP3 Innovative surface engineering technologies 
are applied only to 10% of newly deployed 
energy technologies. 

Optimistic SSP2 Innovative surface engineering technologies 
are applied to 80% of newly deployed energy 
technologies 

Optimistic +
Retrofit 

SSP1 Innovative surface engineering technologies 
are applied to 100% of newly deployed 
energy technologies, with the possibility of 
applying them directly to 50% of in-stock 
technologies.  
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horizon. To account for a possible shift of impacts between different 
environmental categories, the areas of protection “ecosystem quality” 
and “human health” (both excluding the “climate change” endpoint 
results) were also calculated based on IMPACTWorld+ (Default Rec-
ommended Damage 1.47). The characterization factors for the energy 
supplied by power plants with a vintage adopting innovative surface 
engineering were reduced proportional to the energy efficiency gains 
(Table 1). To be consistent, the same database and impact assessment 
methods were used to calculate the impact of the coating process. 

Our model also differentiates between the five geographical regions 
in the SSPs by proxying them to the country in that region with the 
highest production volume of an energy conversion technology in 
ecoinvent. The mapping of different technologies in MESSAGE with 
their equivalent flows in ecoinvent is available in the Supplementary 
material 1 (Table S8). Since the data for carbon capture and storage 
(CCS) is not available in ecoinvent, it is assumed that the climate change 
potential is 75% less impactful for coal power plants, 55% less impactful 
for gas turbines and − 10 times less impactful for biomass power plants 
[58]. For the ecosystem quality and human health indicators, CCS 
technologies have a larger impact (ibid.), and the scaling factors used 
are provided in the Supplementary material 2. 

The python code for our model, COATS (CO2 Abatement Tied to 
Surface engineering), can be found here: https://github.com/moh 
amadkaddoura/COATS. 

3. Results 

3.1. Future energy supply 

Fig. 2 shows the energy supplied with SE-enhanced technologies 

replacing the one supplied with the baseline technology for the different 
SSPs. Energy supplied in absolute units (EJ) is provided on the y-axis on 
the left and in percentage with respect to the total energy supply on the 
right. The reference year is 2020, where 0% of the current energy con-
version technologies operate with the innovative SE technologies. Re-
sults depend on the share of each energy conversion technology in the 
original SSPs, the age-cohort of those technologies and the adoption 
rates of innovative SE technologies according to the narratives described 
in Table 2. 

Thanks to the high adoption rates in SSP1, innovative SE would be 
applied to around 50% of the energy technologies in 2030 and satu-
rating at around 70% by 2050 in the baseline scenario. Energy supplied 
by SE-enhanced gas turbines is the highest because most of the energy is 
supplied by gas turbines in the baseline SSP1, and SE is applied to 100% 
of the new plants. By the year 2100, energy supplied by the SE-enhanced 
wind turbines and solar panels represents a share that is almost half of 
that of gas turbines, while the share supplied by SE-enhanced coal power 
plants is negligible. In the policy scenarios of SSP1, more renewables are 
introduced, and CCS technologies become available. Solar panels 
become the dominant technology adopting SE, while the total share of 
technologies adopting innovative SE decreases to around 45% in 2100, 
because nuclear power plants (around 20% in 2100) are forecasted to 
replace coal power plants and gas turbines, and SE is not applied to 
increase the efficiency of nuclear power plants in our model. 

In SSP2 and SSP3 baseline scenarios, the share of energy supplied by 
SE-enhanced technologies steadily increases from 2020 to 2060 reach-
ing 60% and 8%, respectively. After 2060, the year where all the energy 
conversion technologies in the age-cohort are “new” compared to the 
base year 2020, the energy supplied by newly deployed coal, gas, solar 
and wind plants will decrease relative to an increase of the energy 

Fig. 2. Energy supplied from innovative SE-enhanced energy conversion technologies replacing baseline ones for SSP1, SSP2, and SSP3 from 2020 to 2100 including 
the baseline scenario and the 1.5-degree and 2-degree policy scenarios. The left axis represents the energy supply replaced by innovative SE-enhanced energy 
conversion technologies (in EJ), and the right axis represents the share of the energy supplied by SE-enhanced technologies with respect to the total energy supply. 
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supplied by other technologies where innovative SE is not applied (i.e., 
biomass, hydro and nuclear). Similar to SSP1, SE technologies are 
mostly applied to gas turbines in SSP2. However, more energy is sup-
plied by SE-enhanced coal power plants and solar panels have a lower 
share. In SSP3, SE technologies are mostly applied to coal power plants, 
but in absolute values, the energy supplied by SE-enhanced coal power 
plants is lower than that in SSP1 (except for the year 2100) due to the 
lower adoption rates in SSP3. The policy scenarios for SSP2 follow the 
same trend as SSP1 (SE mainly applied to solar panels), whereas the 
policy scenarios can't be reached in SSP3 due to socio-economic 
conditions. 

3.2. Environmental impacts 

The climate change potential impact of each SSP scenario with and 
without SE is shown in Fig. 3. The cumulative benefits (in terms of GHG 
mitigation) are represented by the area between the solid lines (where 
SE is not applied) and the dashed lines (where SE is applied) for each SSP 
scenario. For all the scenarios, the benefits are mainly from coal power 
plants, and to a lower extent, gas turbines. 

In the baseline scenarios that exclude introduction of energy policies 
(the red, blue and light green curves), the lowest benefits are achieved in 
SSP3 (narrative with low adoption rates of the SE technologies). The 
greatest benefits are observed in SSP2, because although it has a lower 
adoption rate of SE than SSP1, it includes more coal power plants, where 
the improvements from SE are most realized. In SSP2, an annual 
reduction of 1.8 Gt CO2-eq is forecasted by 2050 and 3.4 Gt CO2-eq by 
2100, corresponding to a 7% and 8.5% reduction of GHG emissions from 
the energy sector, respectively. An annual reduction of 1 Gt CO2-eq and 
1.7 Gt CO2-eq is forecasted for SSP1 baseline scenario by 2050 and 
2100, respectively, representing a 6% reduction of GHG emissions. 
Lower reductions are achieved in both SSP1 and SSP2 policy scenarios 
because the climate change impacts are already lower relative to their 
respective baselines, and they include more renewables, which achieve 
less benefits from innovative SE technologies. Beyond GHG emissions, a 
net reduction is also achieved for ecosystem quality and human health 
(Figs. S3 and S4 in the Supplementary material 1). 

The climate change potential impacts from the coating process 
(including the production of the coating materials and other indirect 
upstream processes) are low compared to the benefits of the SE- 
enhanced energy conversion efficiency, and a net GHG reduction is al-
ways achieved (Fig. 4). The impacts of the coating process are mainly 

from the production of NiCrBSi used in thermal spraying the boiler of the 
coal power plants. The same is true for the impacts on ecosystem quality 
and human health (Supplementary material 1). 

The magnitude of environmental benefits is explained by three main 
factors: the share of energy supplied by each energy conversion tech-
nology (Fig. 2), the efficiency improvement (Table 1) and the emission 
intensity of each technology without SE (kgCO2-eq/kWh). For example, 
although for wind turbines the gain in energy efficiency is 25% 
compared to 5% in gas turbines, the emission from the former without 
SE is 14–25 gCO2-eq/kWh vs. 550–1000 gCO2-eq/kWh for the latter. 
This corresponds to a reduction of 4–6 gCO2-eq/kWh for wind turbines 
and 25–50 gCO2-eq/kWh for gas turbines. This also explains the 
important contribution of SE in coal power plants in GHG reduction due 
to the scale of the initial emissions. Despite representing a low share of 
the overall energy supply in SSP1 and SSP2 (Fig. 3), coal power plants 
gain significantly in energy efficiency (22%) when SE is applied, coupled 
with high emissions without SE (around 1000gCO2-eq/kWh). 

4. Discussion and conclusions 

4.1. Linking IAMs and LCA 

This work illustrated how linking IAMs and LCA provides helpful 
insights about prospective environmental studies on large-scale adop-
tion of novel technologies. The IAM forecasts future energy demands 
based on consistent socio-economic scenarios and constraints needed in 
prospective environmental models [31,32]. LCA has been integrated to 
overcome two weaknesses of IAMs: (i) inclusion of the life cycle 
perspective of energy conversion technologies such as the infrastructure, 
being the key contributor to renewables and (ii) expanding the analysis 
of potential environmental impacts beyond the ones related to GHG 
emissions, such as ecosystem quality and human health. Besides, the 
LCA model of prospective SE processes includes the prospective life 
cycle inventory of the electricity supply obtained from our model. 

This study contributes to a larger community effort to validate from 
the bottom-up (detailed engineering models) the feasibility and impli-
cations of macroscale scenarios (e.g., the ones in IAM) [35]. In this 
study, we point to the efficiency gains that hinge specifically on the 
progress of SE technologies, and how would they affect the global 
emissions provided by energy technologies in IAMs. This approach can 
be generalized so as to detail the physical and value-chain trans-
formations necessary to enable the overall climate change mitigation 
effort and assess the likelihood of energy efficiency objectives in 
reaching a specific mitigation level. 

4.2. Potential of SE in mitigating climate change 

Surface engineering technologies have the potential of reducing GHG 
emissions in the energy sector by improving the energy efficiency. The 
reduced emissions come mainly from fossil-based technologies (coal 
power plants and gas turbines) because gains in energy efficiency are 
linked with reduction in fossil fuel consumption and thus high intensity 
GHG emissions. Similar or higher efficiency gains in renewable energy 
conversion technologies have lower influence on GHG mitigation, with 
such technologies having much lower GHG emission intensities 
compared to fossil fuels. Despite lower GHG mitigation potential for 
wind turbines and solar panels, the impact of the coating process re-
mains smaller than the environmental benefits over the life cycle. Thus, 
such an efficiency gain may contribute to helping these technologies 
reach market profitability and not require as much subsidy needed today 
to achieve decarbonization scenarios. 

In the best-case scenario (SSP2-baseline), SE can contribute to an 
annual reduction of 1.8 GtCO2-eq by 2050, representing a 7% reduction 
in the total GHG emissions from the energy sector. This falls short from 
the required 19 GtCO2-eq annual reduction (75% reduction) required in 
the policy scenario to achieve the two-degree temperature increase 

Fig. 3. Prospective climate change potential impact from global electricity 
production based on different shared socio-economic pathways (SSPs) with 
(dashed lines) and without (solid lines) innovative surface engineering tech-
nologies. The red, blue and light green curves represent the baseline scenarios 
where no energy policies are introduced, and the 1.5D and 2D are policy 
mitigation scenarios corresponding to the 1.5 degree and 2 degree rising tem-
perature targets in the Paris Agreement, respectively. 
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target in the policy scenario. Still, the magnitude of the reductions 
achieved is comparable to the potential of other mitigation measures. 
CCS technologies that were in trial operation in 2009 captured and 
stored 3 MtCO2-eq from power plants and could contribute to a 20% 
reduction in world emissions from energy in the future [4]. This suggests 
that SE technology deployment is essential to a portfolio of highly 
relevant mitigation options to address the climate problem. 

Another benefit of SE in the energy sector, which was not included in 
this study, is when it is used to increase the durability of components. SE 
could be used to extend the lifetime of energy conversion technologies 
and would contribute to reduced emissions from the avoided production 
of primary materials in the construction phase. For coal and gas power 
plants, the global warming potential of constructing the plants is 0.14% 
and 0.25% of the total impact, respectively [61,62]. Thus, extending the 
lifetime of the plants would have negligible benefits in term of GHG 
reduction compared to the potential gains in the operation phase. On the 
other hand, the impact of the infrastructure is around 100% of the total 
impact for solar panels and wind turbines (ibid.), and more benefits 
could be expected. 

4.3. Limitations and future work 

Despite its efficiency and simplicity in giving exploratory insights, it 
is important to take the approach proposed in this article with care, 
because it is subject to some uncertainties. The adoption rates of inno-
vative SE technologies in energy conversion technologies for different 
SSPs were chosen to be compatible with the narratives of the SSPs. SSP3 
is the most sensitive scenario to adoption rates, where a 4.8 GtCO2-eq 
reduction between 2020 and 2100 could be achieved if the adoption rate 
increases by one percentage point (Supplementary material 1, 
Table S10). This could be improved in the future by looking into the 
maturity of the technologies and having a global parameter for tech-
nology developments in the SSPs. Besides, parameters used for vintage 
tracking through reverse calculation (e.g., the fixed age of the power 
plants and the initial normal distribution of the age-cohort) adds some 
uncertainties in the results. Providing a detailed energy outcome from 
IAMs, split by age-cohorts, would make linking more reliable. The same 

applies for the efficiency gains estimated from literature, where the ef-
ficiency gains are qualitatively mentioned, but rarely quantified. A 
sensitivity analysis indicated a net benefit in terms of GHG mitigation 
from the SE technologies beyond 1% gains in energy efficiency (Sup-
plementary material 1, Fig. S5). 

In addition, improving the efficiency of energy conversion technol-
ogies might steer the supply from some technologies to others as they 
become cheaper, which was not assessed in our study. The IAM is not 
optimized after implementing the efficiency gains, due to the absence of 
the parameters used in the modelling. It is, however, assumed that the 
improvement in efficiencies does not affect the price elasticities and the 
equilibrium of the IAM. Although for coal power plants the improve-
ment in efficiency is significant (22%), making it competitive in terms of 
price; it was assumed that countries will still phase out this technology 
due to energy policies. The effect on the equilibrium of the model could 
be tested in future studies if the price parameters used for modelling the 
SSPs are provided. 

Finally, although the model shows a GHG emissions mitigation po-
tential of up to 8.5% by adopting innovative SE technologies in the 
energy sector, these benefits might be partly offset by a risk of lowering 
the recyclability potential for surface engineered materials. The material 
cycles and recycling are ignored in most IAMs [35], which could be a 
limiting factor for adopting a new technology [32]. Despite the dis-
cussed uncertainties, linking IAM and LCA is sufficient for assessing 
prospective GHG mitigation scenarios in the energy sector. 

Credit authorship contribution statement 

Mohamad Kaddoura: Conceptualization, Methodology, Formal 
analysis, Data Curation, Visualization, Writing – original draft. Guil-
laume Majeau-Bettez: Conceptualization, Methodology, Data Curation, 
Writing – review & editing, Supervision. Ben Amor: Conceptualization, 
Methodology, Writing – review & editing, Supervision. Christian Mor-
eau: Validation, Writing – review & editing, Funding acquisition. Man-
uele Margni: Conceptualization, Methodology, Writing – review & 
editing, Supervision. 

Fig. 4. The contribution of surface engineering technologies on different energy production technologies to reducing CO2-eq emissions in different SSPs from 2030 
to 2100. 

M. Kaddoura et al.                                                                                                                                                                                                                             



Sustainable Materials and Technologies 32 (2022) e00425

8

Declaration of Competing Interest 

None. 

Acknowledgement 

This work was funded by the Natural Sciences and Engineering 
Research Council (NSERC) of Canada through the Green Surface Engi-
neering for Advanced Manufacturing (GreenSEAM) Strategic Network 
Grant. 

Appendix A. Supplementary data 

Supplementary data to this article can be found online at https://doi. 
org/10.1016/j.susmat.2022.e00425. 

References 

[1] M. Crippa, G. Oreggioni, D. Guizzardi, M. Muntean, E. Schaaf, E. Lo Vullo, 
E. Solazzo, F. Monforti-Ferrario, J. Olivier, E. Vignati, Fossil CO2 & GHG emissions 
of all world countries: 2019 report, European Commision, Luxemborg (2019), 
https://doi.org/10.2760/687800. 

[2] IEA, World Energy Outlook 2019. https://www.iea.org/reports/world-energy-out 
look-2019, 2019 (accessed January 2, 2020). 

[3] N.L. Panwar, S.C. Kaushik, S. Kothari, Role of renewable energy sources in 
environmental protection: a review, Renew. Sust. Energ. Rev. 15 (2011) 
1513–1524, https://doi.org/10.1016/j.rser.2010.11.037. 

[4] R.S. Haszeldine, Carbon Capture and Storage: How Green Can Black Be? Science 
(80-.) 325 (2009) 1647–1652, https://doi.org/10.1126/science.1172246. 

[5] S. Pacala, R. Socolow, Stabilization wedges: solving the climate problem for the 
next 50 years with current technologies, Science (80-.) 305 (2004) 968–972, 
https://doi.org/10.1126/science.1100103. 

[6] D.S. Kwon, J.H. Cho, S.Y. Sohn, Comparison of technology efficiency for CO2 
emissions reduction among European countries based on DEA with decomposed 
factors, J. Clean. Prod. 151 (2017) 109–120, https://doi.org/10.1016/j. 
jclepro.2017.03.065. 
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